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Welcome

Following the successful First Conference of the International Society for NonParametric Statistics, 
held in Greece in 2012, we have organized the Second ISNPS Conference in Cádiz, Spain.

The ISNPS was founded in 2010 “to foster the research and practice of nonparametric statistics, 
and to promote the dissemination of new developments in the field via conferences, books and 
journal publications.” ISNPS has a distinguished Advisory Committee that includes R.Beran, P. 
Bickel, R. Carroll, D. Cook, P. Hall, R. Johnson, B. Lindsay, E. Parzen, P. Robinson, M. Rosenblatt, 
G. Roussas, T. SubbaRao, and G. Wahba. The Charting Committee of ISNPS consists of over fifty 
prominent researchers from all over the world.

The nature of ISNPS is uniquely global, and its international conferences are designed to facilitate 
the exchange of ideas and recent advances among researchers from all around the world. 
These conferences are organized in cooperation with established statistical societies, such as 
the American statistical Association (ASA), the Institute of Mathematical Statistics (IMS) and the 
International Statistical Institute (ISI).

The aim of this Conference is to put together recent advances and trends in several areas of 
nonparametric statistics in order to facilitate the exchange of research ideas, promote collaboration 
among researchers from all over the world and contribute to the further development of the field.

We thank all the institutions and organizations that have sponsored the meeting. We also thank all 
of you for attending the Conference. We hope you will have an enjoyable and fruitful stay.

Ricardo Cao, Wenceslao González-Manteiga and Juan Romo
Co-Chairs of the Second ISNPS Conference
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Parametrically guided nonparametric density and hazard
estimation with censored data

M. Talamakrouni1,∗ I. Van Keilegom1 and A. El Ghouch1

1 Université catholique de Louvain; majda.talamakrouni@uclouvain.be, in-
grid.vankeilegom@uclouvain.be, anouar.elghouch@uclouvain.be
∗Corresponding author

Abstract. The parametrically guided kernel smoother proposed by Hjort and Glad (1995) is a
promising nonparametric estimation approach that aims to reduce the bias of the classical kernel
density estimator without increasing its variance. In this paper we generalize this method to
the censored data case and show how it can be used for density and hazard function estimation.
The asymptotic properties of the proposed estimators are established and their performance is
evaluated via finite sample simulations.

Keywords. Right censoring; Density estimation; Kernel smoothing; Maximum likelihood;
Kaplan-Meier estimator.

References

Hjort, N.L. and Glad, I.K.(1995). Nonparametric density estimation with parametric start. The Annals
of Statistics 23, 882–904.
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Kaplan-Meier estimator based on ranked set samples

E. Strzalkowska-Kominiak 1,∗ and M. Mahdizadeh 2

1 Department of Statistics, Universidad Carlos III de Madrid, Spain; ewa.strzalkowska@uc3m.es,
2 Department of Statistics, Hakim Sabzevari University, Iran.
∗Corresponding author

Abstract. When quantification of all sampling units is expensive but a set of units can be
ranked, without formal measurement, ranked set sampling (RSS) is a cost-efficient alternative
to simple random sampling (SRS). See, e.g., Chen et al (2004). In this work, we propose a new
Kaplan-Meier estimator for the distribution function based on RSS under random censoring
and study its asymptotic properties. We present a simulation study to compare the performance
of the proposed estimator and the standard Kaplan-Meier estimator based on SRS. It turns out
that RSS design can yield a substantial improvement in efficiency over the SRS design. See,
Strzalkowska-Kominiak and Mahdizadeh (2013) for details. Additionally, we apply our methods
to a real data set from an environmental study. Finally, we propose a new bootstrap approach
in the setup of ranked set sampling under censoring. Similarly, as by Kaplan-Meier estimator
under simple random sampling, the bootstrap based confidence intervals for the parameter of
interest are more accurate than the intervals based on the asymptotic normality.

Keywords. Ranked Set Sampling; Random Censorship; Kaplan-Meier estimator.

References

Chen, Z., Bai, Z., Sinha, B.K. (2004) Ranked set sampling: theory and applications. New York: Springer.

Strzalkowska-Kominiak, E., Mahdizadeh, M. (2013). On the Kaplan-Meier estimator based on ranked
set samples. Journal of Statistical Computation and Simulation (in press)
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Generalized Seasonal Block Bootstrap method for time series
with periodic structure

Anna Dudek1,∗

1 AGH University of Science and Technology, al. Mickiewicza 30, 30-059 Krakow, Poland; ae-
dudek@agh.edu.pl
∗Joint work with J. Leśkow, D. Politis and E. Paparoditis

Abstract. When time series data contain a periodic component, the usual block bootstrap
procedures are not directly applicable. We propose a modification of the block bootstrap—the
Generalized Seasonal Block Bootstrap (GSBB)—and show its asymptotic consistency without
undue restrictions on the relative size of the period and block size. The consistency of GSBB
is shown for the overall mean and seasonal means of periodically correlated (PC) time series.
Moreover, we present applicability of GSBB for triangular arrays with growing period.

Keywords. Generalized Seasonal Block Bootstrap; Periodic time series; Resampling; Season-
ality.
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The Autoregressive-Aided Block Bootstrap

Tobias Niebuhr1,∗, Jens-Peter Kreiss1 and Efstathios Paparoditis2

1 Institut für Mathematische Stochastik, Technische Universität Braunschweig, Germany; t.niebuhr@tu-
braunschweig.de, j.kreiss@tu-braunschweig.de
2 Department of Mathematics and Statistics, University of Cyprus; stathisp@ucy.ac.cy
∗Corresponding author

Abstract. The bootstrap has been established as a powerful tool in the field of nonparamet-
ric statistics. We present a modification of the general block bootstrap procedure, called the
autoregressive-aided (AR-aided) block bootstrap, and show its asymptotic validity.
The proposal consists of two steps. An autoregressive model fit is applied to the time series
observations at first; in a second step the estimated residuals are block bootstrapped. Boot-
strap validity will be shown to hold under very mild assumptions, namely as long as the time
series yields stationarity. Thus bootstrap validity goes far beyond the class of AR processes.
Especially, any given dependence structure of the noise (e.g. m-dependence) can be captured
correctly. The presented procedure is tailor-made for several models such as discrete-time obser-
vations of continuous-time autoregressive moving average processes. A short simulation study
will give insight in the procedure’s performance and conclude the talk.

Keywords. Block bootstrap; Dependent noise; Weak ARMA; CARMA process.
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Bootstrapping Realized Covariance

G. Feng1,∗ and J.-P. Kreiss 1

1 Institut für Mathematische Stochastik, Technische Universität Braunschweig, Germany; g.feng@tu-
braunschweig.de, j.kreiss@tu-braunschweig.de
∗Corresponding author

Abstract. Modeling the financial market appropriately is of essential importance when han-
dling stock prices and options. Especially the market’s volatility is of great interest. Realized
covariance as a consistent estimator for the integrated covariance is often used to measure the
financial market’s volatility with multivariate high frequency data.
Starting with a multivariate nonparametric volatility model, we propose a resampling procedure
in order to approximate the distribution of the realized covariance. The crucial point for our
approach will be shown to be extraction of the correlation structure based on discrete time re-
turns. Asymptotic validity of the proposed resampling procedure will be proved. Furthermore, a
simulation study will conclude the talk comparing performances for finite sample properties of
traditional methods and our above described approach.

Keywords. Realized covariance; Nonparametric bootstrap

References
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quency based covariance, regression and correlation in financial economics. Econometrica 72, 885–925.

Dovonon, P., Goncalves, S. and Meddahi, N. (2013). Bootstrapping realized multivariate volatility
measures. Journal of Econometrics 1, 49–65.
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A Boosting Algorithm for Estimating Generalized Propensity
Scores with Continuous Treatments

Yeying Zhu1, Donna L.Coffman2 and Debashis Ghosh3

1 Department of Statistics and Actuarial Science, University of Waterloo; yeying.zhu@uwaterloo.ca
2 The Methodology Center, Pennsylvania State University; dcoffman@psu.edu
3 Department of Statistics, Pennsylvania State University; ghoshd@psu.edu

Abstract. In this talk, we study causal inference with a continuous treatment variable using
propensity score-based methods. For a continuous treatment, the generalized propensity score
is defined as the conditional density of the treatment level given covariates (confounders). The
dose-response function is then estimated by inverse probability weighting, where the weights are
calculated from the estimated propensity scores. When the dimension of the covariates is large,
the traditional nonparametric density estimation suffers from the curse of dimensionality. Some
researchers have suggested a two-step estimation procedure by first modeling the mean function.
In this study, we suggest a boosting algorithm to estimate the mean function of the treatment
given covariates. In boosting, an important tuning parameter is the number of trees to be
generated, which essentially determines the trade-off between bias and variance of the causal
estimator. We propose a criterion called average absolute correlation coefficient (AACC) to
determine the optimal number of trees. The idea is that the treatment variable and the covariates
are supposed to be unconfounded in the weighted pseudo sample. Our simulation results show
that the proposed method works better than a simple linear approximation (Robins et al., 2000)
or L2 boosting (Bühlmann and Yu, 2003). The proposed methodology is also illustrated through
an obesity study: Early Dieting in Girls study, which examines the influence of mothers’ overall
weight concern on daughters’ dieting behavior.

Keywords. Boosting; Distance Correlation; Dose-Response Function; Generalized Propensity
Scores; High-dimensional.
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Classification based on non-negative matrix factorization

Hong Gu∗, Toby Kenney and Yun Cai

Department of Mathematics and Statistics, Dalhousie University, Halifax, NS, Canada;
hgu@dal.ca, tkenney@mathstat.dal.ca, caiy@mathstat.dal.ca

Abstract. Inflammatory bowel disease (IBD), comprising Crohn’s disease (CD) and ulcerative
colitis (UC), is emerging as a global health problem. Metagenomics is a key factor in the disease.
Our understanding of the metagenomics involved is still very limited. Statistically, it is a very
challenging problem to identify the metagenomic community behaviours which are associated
with the disease states, due to the extremely high dimensionality of the data and relatively much
smaller sample sizes.
We apply non-negative matrix factorization to these data to find the typical types for the diseased
group and typical types for the healthy group. Based on these typical types, we can effectively
reduce the dimensionality of the problem and assemble a suitable supervised learning method for
the transformed data. Software is developed to facilitate the interactive exploration of the data
using these typical types as references. Such interactive exploration can help to decide whether
linear or non-linear methods are suitable as a learning method. Excellent separation can be
achieved using our proposed methods for these complex metagenomic data.

Keywords. Metagenomics;Non-negative Matrix Factorization;Supervised Learning;Data Vi-
sualization

1.17



22

Classification based on non-negative matrix factorization

Hong Gu∗, Toby Kenney and Yun Cai

Department of Mathematics and Statistics, Dalhousie University, Halifax, NS, Canada;
hgu@dal.ca, tkenney@mathstat.dal.ca, caiy@mathstat.dal.ca

Abstract. Inflammatory bowel disease (IBD), comprising Crohn’s disease (CD) and ulcerative
colitis (UC), is emerging as a global health problem. Metagenomics is a key factor in the disease.
Our understanding of the metagenomics involved is still very limited. Statistically, it is a very
challenging problem to identify the metagenomic community behaviours which are associated
with the disease states, due to the extremely high dimensionality of the data and relatively much
smaller sample sizes.
We apply non-negative matrix factorization to these data to find the typical types for the diseased
group and typical types for the healthy group. Based on these typical types, we can effectively
reduce the dimensionality of the problem and assemble a suitable supervised learning method for
the transformed data. Software is developed to facilitate the interactive exploration of the data
using these typical types as references. Such interactive exploration can help to decide whether
linear or non-linear methods are suitable as a learning method. Excellent separation can be
achieved using our proposed methods for these complex metagenomic data.

Keywords. Metagenomics;Non-negative Matrix Factorization;Supervised Learning;Data Vi-
sualization

1

1

p n

n p

1.18

Nonparametric estimation of conditional distribution functions

via pre-adjustment techniques and extensions

I. Gijbels

Department of Mathematics and Leuven Statistics Research Center, KU Leuven, Celestijnenlaan 200B,
B-3001 Leuven (Heverlee), Belgium

Abstract. A conditional distribution function describes how the distribution of a variable of
interest Y changes with the value taken by a covariate X (or a set of covariates). Nonpara-
metric estimation of a conditional distribution function has been studied in, for example, Hall
et al. (1999). In Veraverbeke et al. (2014) it is discussed how estimation of a conditional dis-
tribution function might depend on whether one has any prior knowledge on how the covariate
X influences Y . In this talk we discuss various ways of pre-adjustments, that pre-adjust the
response observations for ‘obvious’ effects of the covariate, and as such provide opportunities to
an improved estimation of the conditional distribution function. We also discuss links to other
recent developments, such as these provided via Swanepoel and Van Graan (2005) and Kiwitt
and Neumeyer (2012).
The basic idea of pre-adjustment is applicable to a variety of other estimation settings, such as
conditional quantile estimation, conditional density estimation, conditional copula estimation,
... See also Gijbels et al. (2013). Moreover, the methodology can be extended to more complex
data settings such as censored data.
A simulation study and real data applications illustrate the performances of the discussed meth-
ods, and their use in practice.

This talk is based on joint work with Marek Omelka and Noël Veraverbeke

Keywords. Conditional distribution function; conditional density and quantile function; pre-
adjustment; kernel smoothing.
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Abstract. A conditional distribution function describes how the distribution of a variable of
interest Y changes with the value taken by a covariate X (or a set of covariates). Nonpara-
metric estimation of a conditional distribution function has been studied in, for example, Hall
et al. (1999). In Veraverbeke et al. (2014) it is discussed how estimation of a conditional dis-
tribution function might depend on whether one has any prior knowledge on how the covariate
X influences Y . In this talk we discuss various ways of pre-adjustments, that pre-adjust the
response observations for ‘obvious’ effects of the covariate, and as such provide opportunities to
an improved estimation of the conditional distribution function. We also discuss links to other
recent developments, such as these provided via Swanepoel and Van Graan (2005) and Kiwitt
and Neumeyer (2012).
The basic idea of pre-adjustment is applicable to a variety of other estimation settings, such as
conditional quantile estimation, conditional density estimation, conditional copula estimation,
... See also Gijbels et al. (2013). Moreover, the methodology can be extended to more complex
data settings such as censored data.
A simulation study and real data applications illustrate the performances of the discussed meth-
ods, and their use in practice.
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Abstract. In this talk, a kernel-based procedure of estimation for a nonlinear functional regres-
sion is introduced in the case of a functional predictor and a scalar response. More precisely,
the explanatory variable takes values in some abstract function space and the residual process
is stationary and autocorrelated. The procedure consists in a pre-whitening transformation of
the dependent variable as it is done in the multivariate context by Xiao et al. (2003). The
main idea is to transform the original regression model, so that this transformed regression has
a residual term that is uncorrelated.The asymptotic distribution of the proposed estimator is
established considering that the explanatory variable is an α−mixing process, the most general
case of weakly dependent variables. Although, for the kernel methods proposed in the litera-
ture, it is generally better to ignore the correlation structure entirely ("working independence
estimator"), it is shown here that the autocorrelation function of the error process has useful
information for improving estimators of the regression function. The skills of the methods are
illustrated on simulations where the relative efficiency of the proposed efficient estimator over
the conventional estimator is given for different values of the auto-regressive parameters.
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Abstract. Owing to the constant evolution of technologies many scientific studies lead nowa-
days to the collection of large amounts of data. We consider data that consist of set of curves
recorded on individuals and that are usually modelled as functional data. In a multi-individual
context, curves are often recorded on subject-specific non-equidistant time points and variations
in phase (i.e variations in timing of features) or in amplitude (i.e variations in size of features)
are commonly encountered. While amplitude variations is a widely studied subject in the func-
tional setting, only little attention has been devoted to the study of phase variations as a proper
source of information.
We consider a model derived from the flexible modelling setting proposed by Slaets, Claeskens
& Jansen (2011), based on a continuous wavelet representation of curves using overcomplete
dictionaries. The use of wavelets allows to consider a wide range of irregular curves while the
overcomplete setting offers a good flexibility. Individual variations in phase and in amplitude
are modelled by introducing random effects for wavelet scales and locations and for wavelet
coefficients. The model can be fit into the class of nonlinear mixed-effects models and follows
the idea that the data result from one main pattern with curve-specific deviations in location,
scale and amplitude.
In this setting, we propose a new procedure for parameter estimation. Maximum likelihood
estimation of the model parameters is performed using an MCEM algorithm, a variant of the
EM algorithm. The non-linearity of the mixed model yields the E-step untractable and a Monte-
Carlo integration is used for random effects predictions of individual wavelet scales and locations
and individual coefficient amplitudes. The performance of the procedure is investigated through
a simulation study.

Keywords. Wavelets; Overcomplete Dictionaries; Nonlinear Mixed Effects Models; EM algo-
rithm
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Nonparametric estimators of extreme value index based on

averaged regression quantiles
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Abstract.

The problem of estimating the so-called extreme value index, which determines the behavior
of the distribution function in its upper tail, has received much attention in the literature, see
e.g. (de Haan and Ferreira, 2006) and references cited there. More attention has been paid to
estimators that are based on a certain number of upper order statistics.
However, one of the challenging ideas of the recent advances in the field of statistical modeling
of extreme events has been the development of models with time-dependent parameters or more
generally models incorporating covariates. Therefore, in the present contribution we aim at
extending the general result given in Drees (1998) to linear regression.
The contribution deals with estimators of extreme value index based on weighted averaged regres-
sion α-quantile in the linear regression model. Jurečková and Picek (2014) showed asymptotic
equivalence to the α-quantile of the location model. The weighted averaged quantiles can be seen
as a possible generalization of the quantile idea. Following Drees (1998) we consider a class
of smooth functionals of the tail quantile function as a tool for the construction of estimators
in the linear regression context. Pickands and probability weighted moments estimators are
illustrated on simulated and climatological data.

Keywords. Linear regression model; averaged regression quantile; extreme value index.
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Abstract.
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Abstract. Considering an i.i.d. sample from the joint distribution of a pair of point processes
observed on a given time period, we address the question of detecting dependence between the
two underlying marginal point processes. This question is motivated by correlation studies of
spike trains in neuroscience (see Tuleau-Malot et al. (2013), Grün et al. (2010) or Pipa and
Grün (2003)). Because of the large debate on models for spike train analysis, our aim is to
propose independence tests that are free from the joint distribution.
We mainly follow Romano (1989) who proposed independence tests in R

d based on bootstrap
and permutation (see also Hoeffding (1952)) approaches. Here, due to the nature of our objects
(namely point processes), our test statistics are much more complex, and cannot be seen as
empirical processes evaluated on particular families of events. Therefore, we need to push
further Romano’s arguments to obtain for instance, even in this case, the convergence of the
distributions of both bootstrapped and permuted statistics to the true distribution of the statistic
under the independence assumption.
We will first present the motivations of our independence tests from the neuroscience point of
view. Then, we will underline the main variations w.r.t independence tests in R

d when proving
that they are of the asymptotic or exact desired level and also consistent against particular
alternatives.

Keywords. Point processes; Independence tests; Permutation tests; Bootstrap methods; Mul-
tiple testing.
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Abstract. Modern applications and current volumes of data require new approaches to the
problems of testing for dependence. Such needs arise in financial engineering contexts, copula
modeling, and in many other areas where subtle dependence structures may be an issue. Such
applications call for tests which have demonstrably high power, and which are consistent against
all alternatives to independence. It turns out that tests constructed carefully in the Fourier
domain have these desirable properties; they also turn out have suggestive and unexpectedly
interesting functional forms. The emphasis of the talk will be on basic ideas and on how they
can be extended to develop tests applicable to diverse dependence testing contests.

Keywords. Consistency; Dependence; Nonparametric; Testing.
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Abstract. The dependance structure between two random variables might be influenced by some
covariate. To model conditional dependance two conditional copula estimators were proposed in
? and their asymptotic properties were studied in ? in the case of i.i.d data. This presentation
is concerned about some asymptotic properties of these two estimators in the case of mixing
data.

Keywords. Bootstrap ; Conditional copula; Empirical copula process ; Strong mixing ; Weak
convergence.
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Abstract. A graphical model, which can be used for analyzing biological datasets of gene ex-
pressions, proteins or minerals, is an approach that describes conditional relationships among
multiple variables. These conditional relationships can be conveniently identified by the zero en-
tries of an inverse covariance matrix under the Gaussian assumption, called Gaussian graphical
models (GGM)s. The GGMs are very useful, when datasets are assumed to follow Gaussian
distributions. However, in the presence of outliers or unknown contaminations, the Gaussian
assumption is hardly met, and one needs an approach that is robust to such deviations. For
this reason, we propose a graphical model approach that is robust to the distributional assump-
tion, and we do this via applying a set of sparse quantile regression models. This is a very
natural semi-parametric extension to the GGM approach in which the least squares regression
coefficients are used for finding the conditional relationships. Later, we show that the quantile
regression coefficients bear information on the conditional relationships. We then demonstrate
the advantages of our approach using simulation studies under various non-Gaussian scenarios
and apply our method to an interesting real biological dataset, where a considerable amount of
the dataset is truncated, illustrating the usefulness of our robust approach in a real setting.

Keywords. Robustness; Semi-parametric models; Gaussian graphical models; Contamina-
tion; Quantile Regression
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Abstract. The paper deals with the regression task of the form

y = m(x,Θ) + ε

where m(x, θ) is an known function, Θ = (θ1, . . . , θq) is a vector of unknown parameters. Let
take g1(x) and g2(ε) as an a priory distribution density of x and ε, respectively. Robust nonpara-
metric estimates of Θ are synthesized by the weighted maximum likelihood method (Simakhin,
2006). The ψ-functions of the estimates have the following form

Ψ
i
(x, y,Θ) =

(

∂

∂θ
i

g2(y −m(x,Θ))

)

g
l

2(y −m(x,Θ))gl1(x), i = 1, . . . , q.

Parzen-Rosenblat univariate density estimator and it’s modified versions were used for estimate
g1(x) and g2(ε). The radical parameter l determines robust properties of the estimate. The
bootstrap method has been used to estimate value of radical parameter. Results of investigations
demonstrate high efficiency of proposed estimates under symmetrical and asymmetrical outliers.

Keywords. Regression; Semiparametric; Robust; Adaptive
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A Directional Multivariate Value at Risk
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Abstract. The traditional measure of risk in an assets portfolio is the VaR (Value at Risk)
due to its good properties and easy interpretation. However, only a few references are devoted
to the generalization of this concept to the multivariate context. In this work, we introduce the
definition of a multivariate financial risk measure MRVaR based on the directional extremality
quantile notion recently introduced by (Laniado et al., 2012). The directions in the definition
of the MRVaR can be chosen by the investor according to her/his risk preferences. We state the
main properties of this MRVaR, the non-parametric estimation and a robustness analysis. We
also show the advantage of using this MRVaR with respect to other multivariate VaR introduced
in the recent literature.

Keywords. Multivariate risks; Value at risk; Extremality.
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of the MRVaR can be chosen by the investor according to her/his risk preferences. We state the
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High-dimensional autocovariance matrices, Linear Process
Bootstrap and optimal linear prediction

Dimitris N. Politis1

1 University of California–San Diego, USA; dpolitis@ucsd.edu

Abstract. Given data X1, ...,Xn from a stationary time series, the prime objective
is consistent estimation of the n × n Toeplitz autocovariance matrix. Under short range
dependence conditions, convergence rates are established for a flat-top tapered version of the
sample autocovariance matrix and its inverse. Two applications will be discussed in detail:
(a) a new method for time series resampling, the so-called Linear Process Bootstrap, and (b)
optimal linear prediction using the full sample.

[This talk will present results from joint work with Tim McMurry and Carsten Jentsch]

Keywords. Autocorrelation; Bootstrap; Prediction; Time Series.

Bootstrapping sample quantiles of discrete data

C. Jentsch1,∗, A. Leucht1 and T. Niebuhr2

1 Department of Economics, University of Mannheim, L7, 3-5, 68131 Mannheim, Germany;
cjentsch@mail.uni-mannheim.de, leucht@uni-mannheim.de
2 Institut für Mathematische Stochastik, Technische Universität Braunschweig, Pockelsstraße 14, 38106
Braunschweig, Germany; t.niebuhr@tu-braunschweig.de
∗Corresponding author

Abstract. Sample quantiles are consistent estimators for the true quantile and satisfy central
limit theorems (CLTs) if the underlying distribution is continuous. If the distribution is
discrete, the situation is much more delicate. In this case, sample quantiles are known to
be not even consistent in general for the population quantiles. In a motivating example,
we show that Efron’s bootstrap is not consistent in general for sample quantiles even in the
discrete independent and identically distributed (i.i.d.) data case. To overcome this bootstrap
inconsistency, we provide two different and complementing strategies.

In the first part of this paper, we prove that the i.i.d. m-out-of-n bootstrap is consistent
for sample quantiles in the discrete data case. As the corresponding bootstrap confidence
intervals tend to be conservative due to the discreteness of the true distribution, we propose
randomization techniques to construct bootstrap confidence sets of asymptotically correct size.

In the second part, we consider a continuous modification of the cumulative distribution
function and make use of mid-quantiles studied in Ma et al. (2011). Contrary to ordinary
quantiles and due to continuity, mid-quantiles lose their discrete nature such that they can be
estimated consistently and asymptotic normality can be achieved. We generalize the limiting
results obtained in Ma et al. (2011) to the time series case. However, as the mid-quantile
function fails to be differentiable, classical i.i.d. or block bootstrap methods do not lead to
satisfactory results and we show that m-out-of-n variants are required here as well.

The finite sample performances of both approaches are illustrated in a simulation study
by comparing coverage rates of bootstrap confidence intervals.

Keywords. Bootstrap inconsistency; Count processes; Mid-distribution function; m-out-of-n
bootstrap; Integer-valued processes.
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Abstract. Sample quantiles are consistent estimators for the true quantile and satisfy central
limit theorems (CLTs) if the underlying distribution is continuous. If the distribution is
discrete, the situation is much more delicate. In this case, sample quantiles are known to
be not even consistent in general for the population quantiles. In a motivating example,
we show that Efron’s bootstrap is not consistent in general for sample quantiles even in the
discrete independent and identically distributed (i.i.d.) data case. To overcome this bootstrap
inconsistency, we provide two different and complementing strategies.

In the first part of this paper, we prove that the i.i.d. m-out-of-n bootstrap is consistent
for sample quantiles in the discrete data case. As the corresponding bootstrap confidence
intervals tend to be conservative due to the discreteness of the true distribution, we propose
randomization techniques to construct bootstrap confidence sets of asymptotically correct size.

In the second part, we consider a continuous modification of the cumulative distribution
function and make use of mid-quantiles studied in Ma et al. (2011). Contrary to ordinary
quantiles and due to continuity, mid-quantiles lose their discrete nature such that they can be
estimated consistently and asymptotic normality can be achieved. We generalize the limiting
results obtained in Ma et al. (2011) to the time series case. However, as the mid-quantile
function fails to be differentiable, classical i.i.d. or block bootstrap methods do not lead to
satisfactory results and we show that m-out-of-n variants are required here as well.

The finite sample performances of both approaches are illustrated in a simulation study
by comparing coverage rates of bootstrap confidence intervals.

Keywords. Bootstrap inconsistency; Count processes; Mid-distribution function; m-out-of-n
bootstrap; Integer-valued processes.
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Approximating moments by nonlinear transformations, with an
application to resampling from fat-tailed distributions
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∗Corresponding author

Abstract. We derive expansions of E(x) in terms of the moments of a transformation of x,
in a more general context than Taylor expansions. Apart from the intrinsic interest in such
a fundamental relation that links the moments of a variate and its nonlinear transformations,
our results can be used in practice to approximate E(x) by the low-order moments of a transfor-
mation which can be chosen to give a good approximation for E(x). We generalize the approach
of bounding the terms in expansions of characteristic functions, and use it to derive an explicit
and accurate bound for the remainder in the moment expansion. We illustrate one of the im-
plications of our method by providing accurate bootstrap confidence intervals for the mean of
a fat-tailed distribution with an infinite variance, in which case currently-available bootstrap
methods are either asymptotically invalid or unreliable in finite sample.

Keywords. Expansion of functions and remainder’s bound; Stable laws; Moment approxima-
tions; Bootstrap; Complex analysis.
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Sequential Subsampling and Applications

N. Steland

Institute of Statistics, RWTH Aachen University; steland@stochastik.rwth-aachen.de

Abstract. Subsampling is a resampling technique that has been shown to be consistent for a
wide class of time series under weak assumptions, see Politis, Romano and Wolf (1999). By
drawing on general consistency theorems obtained for subsampling, one can adopt the methodol-
ogy to subsample sequential decision procedures leading to sequential subsampling. We discuss
this issue, its application to inferential procedures with complex limiting, and illustrate it by
analyzing real data streams, see Rafajłowicz and Steland (2014)

Keywords. Change-point; Invariance Principle, Keyword2. Include up to five keywords sepa-
rated by semi–colons starting with capital letters.
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Regularization Procedure of Signal Estimation in
Multiplicative Models

A. Dobrovidov1,∗ and L. Markovich1

1 Institute of Control Sciences of Russian Academy of Sciences; dobrovidov@gmail.com, dobrovid@ipu.ru

Abstract. At the previous ISNPS conference (Halkidiki’2012) the report was presented where
the problem of filtering of signal with an unknown distribution from the mixture with a noise
had been solved by using nonparametric kernel techniques (Dobrovidov et al., 1012). In this
novel paper a nonlinear multiplicative observation model with non-gaussian signal and noise
is considered. The main feature of the problem is that the support of the distributions enter-
ing in the evaluation functional is a positive semi-axis. Therefore, the classical methods of
nonparametric estimation with symmetric kernels are not applicable because of great estimate
bias. We have to apply asymmetric kernel functions of the gamma-kernel type Song Xi Chen
(2000). The equation of the optimal filtering contains a statistic in the form of a logarithmic
derivative of a multidimensional density of observations. The convergence theorem for non-
parametric estimate of the logarithmic derivative by dependent data is proved. Moreover, we
build a data-driven bandwidths for the gamma-kernel and its derivative. To have a stable esti-
mates we propose a regularization procedure with data-driven optimal regularization parameter.
Such approach leads to an automatic algorithm of non-parametric filtration in multiplicative ob-
servation models. Similar filtering algorithms can be used, for instance, in problems of volatility
estimation in models of financial mathematics.

Keywords. Problem of filtering;Multiplicative observation model;Nonparametric esti-
mates;Regularization
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Scalable Machine Learning on Massive Social Networks 
 

Qirong Ho1, Eric P. Xing1, Junming Yin1 

 

 
 

 
1 Carnegie Mellon University; qho+@cs.cmu.edu, epxing@cs.cmu.edu, junmingy@andrew.cmu.edu   
             
 
Abstract.  Today's social, communication, and WWW networks easily contain millions or even 
billions of nodes, and copious amounts of side information (context) such as text, attribute, 
temporal, image and video data. A thorough analysis of such a network must consider both the 
graph and the associated side information, with inference algorithms that can cope with the size 
of such data. Much of the existing work on statistical network modeling and inference remain 
limited to small-scale problems unsuitable for realistic application. Towards the goal of rich 
analysis on societal-scale networks, we develop new strategies for network representation, 
statistical modeling, inference algorithm, and distributed multi-machine programming that, 
together, ensure massive scalability to large networks. In this talk, I will present some recent 
results from these efforts, and demonstrate how a mixed-membership model formalism is 
effectively enabled to distill community structure and personal interests from a networks with 
over 100 million nodes on just a few cluster machines in a few hours. 
 
Keywords.  Statistical Network Model; Machine Learning; Parallel Inference; Social Network; 
Mixed Membership Model. 
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Pseudo-likelihood methods for community detection in large
sparse networks

Arash A. Amini1, Aiyou Chen2, Peter J. Bickel3 and Elizaveta Levina1

1 Department of Statistics, University of Michigan; aaamini@umich.edu, elevina@umich.edu
2 Google, Inc; aiyouchen@google.com
3 Department of Statistics, University of California, Berkeley; bickel@stat.berkeley.edu

Abstract. We consider the problem of community detection in a network, that is, partitioning
the nodes into groups that, in some sense, reveal the structure of the network. Many algorithms
have been proposed for fitting network models with communities, but most of them do not scale
well to large networks, and often fail on sparse networks. We present a fast pseudo-likelihood
method for fitting the stochastic block model, a well-known model for networks with communities,
as well as a variant that allows for an arbitrary degree distribution by conditioning on degrees.
We provide empirical results showing that the algorithms perform well under a range of settings,
including on very sparse networks, and illustrate on the example of a network of political blogs.
We also present spectral clustering with perturbations, a method of independent interest, which
works well on sparse networks where regular spectral clustering fails, and use it to provide an
initial value for pseudo-likelihood. We discuss theoretical results showing that pseudo-likelihood
provides consistent estimates of the communities under mild conditions on the starting value,
for the case of a block model with two communities. Time permitting, we give some insights as
to why perturbations help with spectral clustering on sparse networks.

Keywords. community detection; network; pseudo-likelihood.
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Universality of the stochastic blockmodel

Sofia C. Olhede1,∗ & Patrick J. Wolfe1

1 Department of Statistical Science, University College London; s.olhede@ucl.ac.uk, p.wolfe@ucl.ac.uk
∗Corresponding author

Abstract. The stochastic blockmodel has become ubiquitous in statistical network analysis. We
discuss recent results showing that for a large class of network models the blockmodel can be con-
sidered a universal representation even under model misspecification, like a histogram (Wolfe,
2013). Blocks of edges play the role of histogram bins, and community sizes that of histogram
bandwidths or bin sizes. Just as standard histograms allow for varying bandwidths, different
blockmodel estimates can all be considered valid representations of an underlying probability
model, subject to bandwidth constraints.
We show that under these constraints, the mean integrated square error of the network his-
togram tends to zero as the network grows large, and we provide methods for optimal bandwidth
selection–thus making the blockmodel a universal representation, see Olhede (2013). With this
insight, we discuss the interpretation of network communities in light of the fact that many dif-
ferent community assignments can all give an equally valid representation of the network. To
demonstrate the fidelity-versus-interpretability tradeoff inherent in considering different num-
bers and sizes of communities, we show an example of detecting and describing new network
community microstructure in political weblog data.

Keywords. Community detection, exchangeable random graphs, graphons, statistical network
analysis, stochastic block-models
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Estimating Latent Variable Densities for Exchangeable
Network Models

Sharmodeep Bhattacharyya1,∗, Peter J. Bickel1 and Patrick J. Wolfe2
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Abstract. Exchangeable network models provide a general non-parametric class of models
for unlabeled random graphs. The main component of the exchangeable network models is
latent variable density or graphon equivalence class as defined in Lovasz and Szegedy (2006).
Recently there has been some focus in statistics on estimation of latent variable densities and
its use as an exploratory tool for network data analysis (Wolfe and Olhede (2013), Airoldi
et.al. (2013), Latouche and Robin (2013)). We propose an unified framework under which the
exchangeable network models are approximated by stochastic block models and latent variable
densities are estimated using piece-wise constant or histogram-type estimators derived from the
fitted block models. We show that if the latent variable density has some smoothness properties
and the fitted block models, where the fitting can be done by any method including spectral
method, variational or profile likelihood, satisfy certain consistency properties, then we can have
consistent estimators for the latent variable densities under suitable metrics. We derive rates
of convergence for the fitted block models estimating the latent variable density for appropriate
metrics. We also propose a cross-validation method using subgraph counts and their smooth
functions to choose the size of the block model approximating the latent variable density. A
simulation study and illustration on real networks will also be provided.

Keywords. Statistical Network Analysis; Exchangeable Network Models; Graphon; Spectral
Methods; Stochastic Block Models
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Dynamic of Communities in Social Networks

Emmanuel Viennet

Université Paris 13, Sorbonne Paris Cité, L2TI, F-93430, Villetaneuse, France
emmanuel.viennet@univ-paris13.fr

Abstract. Modern online social network platforms generate huge amount of data and pose
new challenges to data mining techniques. This kind of data is heterogeneous, mixing texts,
images, videos and relational links (interactions between users, friends relationships). Analyz-
ing efficiently this data is important for a lot of applications, e.g. social network community
management, recommendation systems, marketing. One problem of particular importance is the
study of communities in the networks, that is, subsets of nodes with strong interactions. A lot of
work has been devoted to the design and analysis of community detection algorithms(Fortunato,
2010; Ngonmang et al., 2012). However, several important problems are not yet solved satis-
factorily, such as taking in account simultaneously the relations and the attributes(Dang and
Viennet, 2012) or the network’s dynamic.
Until recently, most research on community detection in complex network have only considered
static networks: a snapshot of the network is taken at a particular time and the communities
are computed on the constructed graph.
In this communication, we present some recent research in community detection for dynamic
networks. We define the community prediction problem: knowing the evolution of the network
until the time-step t, can we predict the communities at the time-step t + 1? We propose
a general approach for communities prediction based on a machine learning model predicting
interaction in social networks. We show that simple models allows to predict the behavior of
the users. Evaluations on academic datasets (DBLP, Facebook Walls) and on a real world
application are presented.

Keywords. Social Networks, Communities
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Nonparametrics for network degree structure

Sofia C. Olhede1,∗ & Patrick J. Wolfe1

1 Department of Statistical Science, University College London; s.olhede@ucl.ac.uk, p.wolfe@ucl.ac.uk
∗Corresponding author

Abstract. We derive the sampling properties of random networks based on weights whose
pairwise products parameterize independent Bernoulli trials. This enables an understanding
of many degree-based network models, in which the structure of realized networks is governed
by properties of their degree sequences. We provide exact results and large-sample approxi-
mations for power-law networks and other more general forms. This enables us to quantify
sampling variability both within and across network populations, and to characterize the limit-
ing extremes of variation achievable through such models. Our results highlight that variation
explained through expected degree structure need not be attributed to more complicated generative
mechanisms.

Keywords. Exchangeable random graphs, graphons, network motif, statistical network analysis
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Identifying skeleton curves in noisy data: a Bayesian approach
to principal curves

H. Jankowski1, L. Stanberry2
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Abstract. We present a nonparametric Bayesian principal curve method to reconstruct the
centerline in noisy data. We illustrate the method on simulated two and three dimensional data
and also apply it to recover the centerline of the colon in a single photon emission computed
tomography image.

Keywords. Principal curve; Skeleton curve; Bayes methods; medical imaging

1

1

Y
Y

J n1, . . . , nJ Y
Yij Y i

j Yij i = 1, . . . , nj

j = 1, . . . , J
Y ∗
j = max

i=1,...,nj

Yij (j = 1, . . . , J) .

Y
Y = I( ) I

Y ∗
j = 1 j

m(x) = P (Y = 1|X = x)
X

1.54

1.55



50

1∗ 1 2 2

1

2

∗

δ

δ

1,∗ 2 3

1

2

3

∗

1.56

1.57



51

A Fourier Analysis of Extremal Events

Y. Zhao1,∗ and T. Mikosch2
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∗Corresponding author

Abstract. The extremogram is an asymptotic correlogram for extreme events constructed from
a regularly varying strictly stationary sequence. Correspondingly, the spectral density gener-
ated from the extremogram is introduced as a frequency domain analog of the extremogram.
Its empirical estimator is the extremal periodogram. The extremal periodogram shares nu-
merous asymptotic properties with the periodogram of a linear process in classical time series
analysis: the asymptotic distribution of the periodogram ordinates at the Fourier frequencies
have a similar form and smoothed versions of the periodogram are consistent estimators of
the spectral density. By proving a functional central limit theorem, the integrated extremal
periodogram can be used for constructing asymptotic tests for the hypothesis that the data
come from a strictly stationary sequence with a given extremogram or extremal spectral den-
sity. A numerical method, the stationary bootstrap, can be applied to the estimation of the
integrated extremal periodogram.

Keywords. Extremogram; Regular variation; Periodogram; Stationary Bootstrap
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Multivariate density estimation by local Gaussian
approximations
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Abstract. The curse of dimensionality precludes the nonparametric kernel density estimator
when we have moderate or small sample sizes and the dimension of our data exceeds three or
four. We can counter this problem by imposing some simplifying structure on the underly-
ing density, but without specifying a full parametric model such as the Gaussian distribution.
Indeed, the multivariate Gaussian distribution is particularly easy to fit to data since the expec-
tations and variances are estimated from the corresponding marginal observation vectors, and
the correlations are estimated using each corresponding pair. The curse of dimensionality is
therefore not an issue, but the risk of model misspecification certainly is. We introduce the lo-
cally Gaussian multivariate density estimator which fits the multivariate Gaussian distribution
using local likelihood. In order to avoid the curse of dimensionality we extend the simple global
estimation to the local case, meaning that we estimate the marginal parameter functions based
on their corresponding data vector, and the correlation functions based on the corresponding
data pairs respectively. The resulting density estimate is much more flexible than the global
parametric fit and remains unaffected by the curse of dimensionality. The risk of misspecifi-
cation is hard to quantify, but promising simulation results will be presented along with theory
and examples.

Keywords. Local Likelihood; Local Gaussian; Multivariate Density Estimation; Curse of Di-
mensionality.
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Abstract. The extremogram is an asymptotic correlogram for extreme events constructed from
a regularly varying strictly stationary sequence. Correspondingly, the spectral density gener-
ated from the extremogram is introduced as a frequency domain analog of the extremogram.
Its empirical estimator is the extremal periodogram. The extremal periodogram shares nu-
merous asymptotic properties with the periodogram of a linear process in classical time series
analysis: the asymptotic distribution of the periodogram ordinates at the Fourier frequencies
have a similar form and smoothed versions of the periodogram are consistent estimators of
the spectral density. By proving a functional central limit theorem, the integrated extremal
periodogram can be used for constructing asymptotic tests for the hypothesis that the data
come from a strictly stationary sequence with a given extremogram or extremal spectral den-
sity. A numerical method, the stationary bootstrap, can be applied to the estimation of the
integrated extremal periodogram.
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A difference based approach to the semiparametric partial
linear multivariate model
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Abstract. A semiparametric partial linear model with the nonparametric component defined
on a multivariate Euclidean space is considered. Compared to the regular semiparametric par-
tial linear model, this case has not received a lot of attention in the literature. We estimate
the linear component of the model using a difference based approach. The estimator of the
nonparametric component is then constructed using residuals as transformed data. Both the
estimator of the linear component and the estimator of the nonparametric component asymp-
totically perform as well as if the other component were known. Moreover, the estimator of the
linear component is asymptotically efficient while the estimator of the nonparametric component
is asymptotically rate optimal. A test for linear combinations of the regression coefficients of
the linear component is also developed. All of the procedures considered are easy to implement.
Numerical performance of the procedure is studied using the simulated data. This is joint work
with Lawrence D. Brown and Lie Wang.

Keywords. Difference-based method; semiparametric partial linear multivariate model; asymp-
totic efficiency; asymptotic optimality; linear component testing.

1.61

1.62



54

A Conditional Empirical Likelihood Approach to Combine
Sampling Design and Population Level Information
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Abstract. Inclusion of available population level information in statistical modelling is known
to produce more accurate estimates than those obtained only from the random samples. How-
ever, a fully parametric model which incorporates both these information may be computation-
ally challenging to handle. Empirical likelihood based methods can be used to combine these
two kinds of information and estimate the model parameters in a computationally efficient
way. In this article we consider methods to include sampling weights in an empirical likelihood
based estimation procedure to augment population level information in sample-based statistical
modeling. Our estimator uses conditional weights and is able to incorporate covariate infor-
mation both through the weights and the usual estimating equations. We show that under
usual assumptions, with population size increasing unbounded, the estimates are strongly con-
sistent, asymptotically unbiased and normally distributed. Moreover, they are more efficient
than other probability weighted analogues. Our framework provides additional justification for
inverse probability weighted score estimators in terms of conditional empirical likelihood. We
give an application to demographic hazard modeling by combining birth registration data with
panel survey data to estimate annual first birth probabilities.

Keywords. Empirical likelihood; Complex surveys; Sampling design; Population level infor-
mation
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Abstract. A semiparametric partial linear model with the nonparametric component defined
on a multivariate Euclidean space is considered. Compared to the regular semiparametric par-
tial linear model, this case has not received a lot of attention in the literature. We estimate
the linear component of the model using a difference based approach. The estimator of the
nonparametric component is then constructed using residuals as transformed data. Both the
estimator of the linear component and the estimator of the nonparametric component asymp-
totically perform as well as if the other component were known. Moreover, the estimator of the
linear component is asymptotically efficient while the estimator of the nonparametric component
is asymptotically rate optimal. A test for linear combinations of the regression coefficients of
the linear component is also developed. All of the procedures considered are easy to implement.
Numerical performance of the procedure is studied using the simulated data. This is joint work
with Lawrence D. Brown and Lie Wang.

Keywords. Difference-based method; semiparametric partial linear multivariate model; asymp-
totic efficiency; asymptotic optimality; linear component testing.
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Resampling Assessment of the Scale of Geophysical and
Environmental Process Models
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Abstract. Models of geophysical or environmental processes inherently involve a concept of
scale, either temporal or spatial or both. Although the concept of scale is pervasive, there have
been few attempts to define or quantify it, and scientists in specific disciplines may have quite
different notions of what the term means. For empirical stochastic models, scale often relates
to the resolution at which data are available. For deterministic models, scale may be related to
the extent of time/space needed for a process model to cover a range of dynamics allowed by
the model. A probabilistic definition of a “structured process" is introduced, based on a concept
of scale at which a process may vary. A diagnostic quantity, based on the block bootstrap, is
then proposed as a tool for quantifying the scale of such processes, where the block bootstrap
is applied to reconstruct empirical distributions. Often, the block bootstrap is known to be
asymptotically valid over a range of block lengths. However, for scale-structured processes, this
is not the case. In fact, the block bootstrap re-creations exhibit a maximal level of variability
when the block length used matches the scale of the underling process. Hence, the bootstrap has
certain asymptotic behaviors that make it useful for determining when resampling blocks have
become large enough to preserve the dynamic structure of the process model, which quantifies
our concept of scale. Use of the diagnostic is motivated though simulation and used to compare
regional climate models.

Keywords. Block Bootstrap; Environmental Statistics; Process Structure; Regional Climate
Models.
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Extending DD-Classifier on the Functional Setting
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Abstract. The DD–plot is a tool based on data depth that was introduced in Liu et al. (1999)
for the graphical comparison of two multivariate distributions or groups. Roughly speaking,
a DD–plot is a two dimensional graph where the pair (D1(x), D2(x)) is plotted, being Di(x),
the depth of element x respect to the i-th group. Using this graph and the data-depths, Li et
al. (2012) develop a nonparametric classifier much better than the maximum depth principle
but with several limitations. The objective of this paper is threefold: first to extend the DD–
classifier to a number of groups greater than two, second to apply regular classification methods
to DD–plots and third, to obtain useful insights about data–depths using the diagnostics of these
classification methods. Along this paper different notions of functional data–depth are revised
(and enlarged) at the same time that the new proposal, called DDh–classifier, is developed.
The paper is completed with a simulation study and the application to classical datasets in the
functional context.

Keywords. Functional Data depth; DD–Classifier; DD–plot.
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Abstract. The DD–plot is a tool based on data depth that was introduced in Liu et al. (1999)
for the graphical comparison of two multivariate distributions or groups. Roughly speaking,
a DD–plot is a two dimensional graph where the pair (D1(x), D2(x)) is plotted, being Di(x),
the depth of element x respect to the i-th group. Using this graph and the data-depths, Li et
al. (2012) develop a nonparametric classifier much better than the maximum depth principle
but with several limitations. The objective of this paper is threefold: first to extend the DD–
classifier to a number of groups greater than two, second to apply regular classification methods
to DD–plots and third, to obtain useful insights about data–depths using the diagnostics of these
classification methods. Along this paper different notions of functional data–depth are revised
(and enlarged) at the same time that the new proposal, called DDh–classifier, is developed.
The paper is completed with a simulation study and the application to classical datasets in the
functional context.
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Multiple-output Functional Quantile Regression
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Abstract. We consider a multiple-output functional regression problem where the response is
a random m-vector Y and the covariate X(t) is of a functional nature. In that framework, we
define a concept of directional regression quantile, which extends the finite-dimensional concept
from Hallin, Paindaveine and Šiman (2010) and Hallin, Lu, Paindaveine and Šiman (2014).
This requires considering a (single-output) quantile regression problem that is of a “partial"
nature, in the sense that it involves both finite-dimensional and functional covariates. We show
that, parallel to the finite-dimensional case, conditional depth regions of the response Y can
be obtained from the proposed directional regression quantiles. The results are illustrated on
simulated and real data sets.

Keywords. Functional regression, Quantile regression, Conditional Depth.
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Abstract. We consider a multiple-output functional regression problem where the response is
a random m-vector Y and the covariate X(t) is of a functional nature. In that framework, we
define a concept of directional regression quantile, which extends the finite-dimensional concept
from Hallin, Paindaveine and Šiman (2010) and Hallin, Lu, Paindaveine and Šiman (2014).
This requires considering a (single-output) quantile regression problem that is of a “partial"
nature, in the sense that it involves both finite-dimensional and functional covariates. We show
that, parallel to the finite-dimensional case, conditional depth regions of the response Y can
be obtained from the proposed directional regression quantiles. The results are illustrated on
simulated and real data sets.

Keywords. Functional regression, Quantile regression, Conditional Depth.
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Diagnostics of mammograms by wavelet-based scaling tools
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Abstract. Two wavelet-based spectra for the analysis of images which scale are described
and compared. In the application part, classification of digital mammograms to benign and
malignant are considered. Differences in image backgrounds between malignant and normal
cases are found, in terms of different fractal descriptors. Also, robust versions of the spectra
are delineated.

Keywords. Breast cancer diagnostic; Image mono- and multi- fractal analysis; wavelet trans-
form.
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Abstract. One of the limiting factors of using support vector machines (SVMs) in large scale
applications are their super-linear computational requirements in terms of the number of train-
ing samples. To address this issue, several approaches that train SVMs on many small chunks
of large data sets separately have been proposed in the literature. So far, however, almost all
these approaches have only been empirically investigated. In addition, their motivation was
always based on computational requirements. In this work, we consider a localized SVM ap-
proach based upon a partition of the input space. For this local SVM, we derive a general oracle
inequality. Then we apply this oracle inequality to least squares regression using Gaussian ker-
nels and deduce local learning rates that are essentially minimax optimal under some standard
smoothness assumptions on the regression function. We further introduce a data-dependent
parameter selection method for our local SVM approach and show that this method achieves
the same learning rates as before. Finally, we present some larger scale experiments for our
localized SVM showing that it achieves essentially the same test performance as a global SVM
for a fraction of the computational requirements. In addition, it turns out that the computa-
tional requirements for the local SVMs are similar to those of a vanilla random chunk approach,
while the achieved test errors are significantly better. This talk is based on Eberts and Steinwart
(2013, 2014).

Keywords. Regression; Classification; Support Vector Machines; Learning Rates; Large Data
Sets
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applications are their super-linear computational requirements in terms of the number of train-
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inequality. Then we apply this oracle inequality to least squares regression using Gaussian ker-
nels and deduce local learning rates that are essentially minimax optimal under some standard
smoothness assumptions on the regression function. We further introduce a data-dependent
parameter selection method for our local SVM approach and show that this method achieves
the same learning rates as before. Finally, we present some larger scale experiments for our
localized SVM showing that it achieves essentially the same test performance as a global SVM
for a fraction of the computational requirements. In addition, it turns out that the computa-
tional requirements for the local SVMs are similar to those of a vanilla random chunk approach,
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Abstract. The regression function can be expressed in term of copula density and marginal
distributions, see Noh, Ghouch and Bouezmarni (2013). In this paper, we propose a new
method of estimating a regression function using the Bernstein copula density estimator for
the copula density and the empirical distributions for the marginal distributions. The method is
fully non-parametric and easy to implement. We provide some asymptotic results related to this
copula-based regression modeling by showing the convergence in probability and the asymptotic
normality of the estimator. We also study the finite sample performance of the estimator. and
illustrate its usefulness by analyzing real data.

Keywords. Bernstein copula density estimator; Regression estimation; Nonparametric esti-
mation; Asymptotic properties; Asymptotic normality.
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Quantiles and inequality indices estimation
from heavy-tailed distribution
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Abstract. In this paper, we estimate quantiles and inequality indices from a nonparametric
density estimation based on transformed data. A parametric cumulative distribution function
is initially used to transform the data into values over the unit interval, from which a non-
parametric density estimation is obtained. Finally, an estimation of the density of the original
sample is obtained by back-transformation. This approach may be particularly useful to esti-
mate heavy-tailed distributions. We discuss its implementation and its finite sample properties
for density estimation, and for estimation and inference with quantiles and inequality indices.

Keywords. Quantiles; Inequality indices; Density estimation; Beta kernel; Beta mixture.
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Abstract. The regression function can be expressed in term of copula density and marginal
distributions, see Noh, Ghouch and Bouezmarni (2013). In this paper, we propose a new
method of estimating a regression function using the Bernstein copula density estimator for
the copula density and the empirical distributions for the marginal distributions. The method is
fully non-parametric and easy to implement. We provide some asymptotic results related to this
copula-based regression modeling by showing the convergence in probability and the asymptotic
normality of the estimator. We also study the finite sample performance of the estimator. and
illustrate its usefulness by analyzing real data.

Keywords. Bernstein copula density estimator; Regression estimation; Nonparametric esti-
mation; Asymptotic properties; Asymptotic normality.
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Semiparametric Approach for Regression with Covariate
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Abstract. We consider generalized linear regression with left-censored covariate due to the
lower limit of detection. The complete case analysis by eliminating observations with values
below limit of detection yields valid estimates for regression coefficients, but loses efficiency.
Substitution methods are biased; maximum likelihood method relies on parametric models for
the unobservable tail probability, thus may suffer from model misspecification. To obtain ro-
bust and more efficient results, we propose a semiparametric likelihood-based approach for the
regression parameters using an accelerated failure time model for the covariate subject to limit
of detection. A two-stage estimation procedure is considered, where the conditional distribution
of the covariate with limit of detection given other variables is estimated prior to maximizing
the likelihood function for the regression parameters. The proposed method outperforms the
complete case analysis and the substitution methods as well in simulation studies. Asymptotic
properties are provided.

Keywords. Accelerate failure time model; Censored covariate; Empirical process; Generalized
linear models; Pseudo-likelihood estimation.
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Abstract. We propose a data-driven least squares cross-validation method to optimally se-
lect smoothing parameters for the nonparametric estimation of cumulative distribution/survivor
functions. We allow for general multivariate covariates that can be continuous, discrete/ordered
categorical or a mix of either. We provide asymptotic analysis, examine finite-sample proper-
ties via Monte Carlo simulation, and consider an illustration involving nonparametric copula
modeling.

Keywords. Kernel, Smoothing Parameter Selection, Quantile, Copula
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Bias Correction in Semiparametric Models
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Abstract. Consider the problem of estimating the nonlinear functional θ(p) =
∫

p2dx of the
density p on the unit interval. Standard calculations imply that the efficient influence function
for θ is u(x, p) = 2 (p(x)− θ(p)) and the semiparametric information bound 4 var [p(X)] > 0
suggests that θ should be estimable at the n−1/2-rate for arbitrary p. However, the usual one-step
adjustment to the plug-in estimator

˜θn =

∫

p̂2n dx+ n−1
n
∑

i=1

u(Xi, p̂n),

where p̂n is a rate-optimal estimate of the density p, obtained from an auxiliary sample, has
the property that

E
(

˜θn | p̂n
)

= −
∫

(p̂n − p)2 dx = OP

(

n−2α/(2α+1)
)

,

assuming that p is α-smooth. This suggests that α > 1/2 is required for estimation at the
n−1/2-rate. Suppose p(x) =

∑∞
k=0 βkψk(x) for some orthonormal basis {ψk}. We say that p

is α-smooth if
∑

k k
2αβ2

k < ∞. In fact, expanding the one-step estimator in terms of p̂n(x) =
∑r

k=1
̂βkψk(x), where r is a “bandwidth” parameter and ̂βk = n−1

∑n
i=1 ψk(Xi), reveals that θ̃n

is a biased version of the statistic

̂θn =
1

n(n− 1)

n
∑

i=1

∑

j �=i

r
∑

k=1

ψk(Xi)ψk(Xj),

which is a U -statistic with a truncated kernel, has mean squared error MSE = O
(

n−2(r ∧ n)
)

+

O
(

r−4α
)

and is n−1/2-consistent and semiparametrically efficient for θ, with r = n, so long as
α > 1/4. In this case, it is possible to demonstrate that α > 1/4 is required for estimation at
the n−1/2-rate. Similar remarks can be made concerning the problem of estimating the residual
variance in nonparametric regression with homoskedastic errors and many other problems. We
discuss the role of bias correction in achieving information bounds in semiparametric models.

Keywords. Bias Correction; Semiparametric Models.

Semiparametric Approach for Regression with Covariate
Subject to Limit of Detection

S. Kong1 and B. Nan1,∗

1 Department of Biostatistics, University of Michigan, 1415 Washington Heights, Ann Arbor, Michigan
48109, U.S.A.; kongsc@umich.edu, bnan@umich.edu
∗Corresponding author

Abstract. We consider generalized linear regression with left-censored covariate due to the
lower limit of detection. The complete case analysis by eliminating observations with values
below limit of detection yields valid estimates for regression coefficients, but loses efficiency.
Substitution methods are biased; maximum likelihood method relies on parametric models for
the unobservable tail probability, thus may suffer from model misspecification. To obtain ro-
bust and more efficient results, we propose a semiparametric likelihood-based approach for the
regression parameters using an accelerated failure time model for the covariate subject to limit
of detection. A two-stage estimation procedure is considered, where the conditional distribution
of the covariate with limit of detection given other variables is estimated prior to maximizing
the likelihood function for the regression parameters. The proposed method outperforms the
complete case analysis and the substitution methods as well in simulation studies. Asymptotic
properties are provided.

Keywords. Accelerate failure time model; Censored covariate; Empirical process; Generalized
linear models; Pseudo-likelihood estimation.
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Analysis of the proportional hazard model with sparse
longitudinal covariates

Hongyuan Cao1∗, Matthew M. Churpek2, Donglin Zeng3 and Jason P. Fine3

1 Department of Health Studies, University of Chicago; hycao@uchicago.edu
2 Department of Medicine, University of Chicago; Matthew.Churpek@uchospitals.edu
3 Department of Biostatistics, UNC-Chapel Hill; dzeng@email.unc.edu, jfine@email.unc.edu
∗Corresponding author

Abstract. Regression analysis of censored failure observations via the proportional hazards
model permits time-varying covariates which are observed at death times. In practice, such
longitudinal covariates are typically sparse and only measured at infrequent and irregularly
spaced follow-up times. Full likelihood analyses of joint models for longitudinal and survival
data impose stringent modelling assumptions which are difficult to verify in practice and which
are complicated both inferentially and computationally. In this article, a simple kernel weighted
score function is proposed with minimal assumptions. Two scenarios are considered: half kernel
estimation in which observation ceases at the time of the event and full kernel estimation
for data where observation may continue after the event, as with recurrent events data. It
is established that these estimators are consistent and asymptotically normal. However, they
converge at rates which are slower than the parametric rates which may be achieved with fully
observed covariates, with the full kernel method achieving an optimal convergence rate which is
superior to that of the half kernel method. Simulation results demonstrate that the large sample
approx- imations are adequate for practical use and may yield improved performance relative to
last value carried forward approach and joint modelling method. The analysis of the data from
a cardiac arrest study demonstrates the utility of the proposed methods.

Keywords. Convergence rates; Cox model; Kernel weighted estimation; Sparse longitudinal
covariates.
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On the performance of the Lasso as a method of nonparametric
estimation

A. Dalalyan1,∗, M. Hebiri2 and J. Lederer3

1 ENSAE-CREST-GENES; arnak.dalalyan@ensae.fr,
∗Corresponding author
2 Université Paris-Est – Marne-la-Vallée; Mohamed.Hebiri@univ-mlv.fr
3 Cornell University; johanneslederer@cornell.edu

Abstract. Although the Lasso has been extensively studied, the relationship between its pre-
diction performance and the correlations of the covariates is not yet fully understood. The
investigation of this relationship is particularly important for clarifying the accuracy of the
Lasso as a method of nonparametric estimation with a large, overcomplete dictionary. In this
talk, we give new insights into this relationship in the context of regression with deterministic
design. We show, in particular, that the incorporation of a simple correlation measure into the
tuning parameter leads to a nearly optimal prediction performance of the Lasso even when the
elements of the dictionary are highly correlated. However, we also reveal that for moderately
correlated dictionary, the performance of the Lasso can be mediocre irrespective of the choice
of the tuning parameter. For the illustration of our approach with an important application, we
deduce nearly optimal rates for the least-squares estimator with total variation penalty.

Keywords. Prediction risk; Correlated design; Total-variation; �1-penalty; fast rates.
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The Projection Pursuit Multiple Index Model

Michael G. Akritas1

1 Penn State University; mga@stat.psu.edu

Abstract. The class of Projection Pursuit Multiple Index (PPMI) Models will be introduced.
A subclass of PPMI models is almost equivalent to the class of multiple index (MI) models, but
uses a parametrization related to that of the single index (SI) model. A different subclass of
PPMI models generalizes the class of projection pursuit (PP) models. A method for estimation,
and a unified asymptotic theory are presented.

Keywords. High-Dimensional Data Modeling: Index models; Projection pursuit models; Esti-
mating equations; Empirical processes
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ROBUST RANK CORRELATION BASED SCREENING

Gaorong Li1, Heng Peng2,∗, Jun Zhang3, and Lixing Zhu2

1 Beijing University of Technology; ligaorong@gmail.com
2 Hong Kong Baptist University; hpeng@math.hkbu.edu.hk, lzhu@math.hkbu.edu.hk
Shenzhn University; zhangjunstat@gmail.com
∗Corresponding author

Abstract. Independence screening is a variable selection method that uses a ranking criterion
to select significant variables, particularly for statistical models with nonpolynomial dimension-
ality or “large p, small n" paradigms when p can be as large as an exponential of the sample size
n. In this paper we propose a robust rank correlation screening (RRCS) method to deal with
ultra-high dimensional data. The new procedure is based on the Kendall τ correlation coefficient
between response and predictor variables rather than the Pearson correlation of existing meth-
ods. The new method has four desirable features compared with existing independence screening
methods. First, the sure independence screening property can hold only under the existence of
a second order moment of predictor variables, rather than exponential tails or alikeness, even
when the number of predictor variables grows as fast as exponentially of the sample size. Sec-
ond, it can be used to deal with semiparametric models such as transformation regression models
and single-index models under monotonic constraint to the link function without involving non-
parametric estimation even when there are nonparametric functions in the models. Third, the
procedure can be largely used against outliers and influence points in the observations. Last,
the use of indicator functions in rank correlation screening greatly simplifies the theoretical
derivation due to the boundedness of the resulting statistics, compared with pre vious studies
on variable screening. Simulations are carried out for comparisons with existing methods and
a real data example is analyzed.

Keywords. variable selection; rank correlation screening; dimensionality reduction; semipara-
metric models; large p small n.
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Distributional inference: reproducibility and limitations

11

1 Statistical Sciences, University of Toronto; dfraser@utstat.toronto.edu ⇤Corresponding author

Abstract. The January 7, 2014 issue of Science has a lead Editorial on Reproduciblity in
science, with emphasis on openness on methodology and possible pitfalls that can invalidate
conclusions. And the June 30, 2013 issue had a Perspective by Bradley Efron recommending
that Bayesian priors should be restricted to those describing just "Genuine prior information".
This latter would invalidate the invariance approach emphasized by Laplace, as pointed out
in the Science Letters of September 27, 2013. This all reflects a rising concern in science
that stated results should mean what they say and not be opinion pieces, in whole or part.
We examine reproducibility and potential pitfalls in the use of distributional inference for both
frequentist and Bayesian procedures.

Keywords. Inference distribution: Confidence; Bayes; Fiducial.
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A general predictive distribution function and confidence
distributions

Min-ge Xie1

1 Department of Statistics, Rutgers University; mxie@stat.rutgers.edu

Abstract. In this talk, we develop a new and general framework for prediction, in which
a prediction is presented in the form of a distribution function, called predictive distribution
function. This predictive distribution function, developed based on confidence distributions, has
a clear frequentist probability interpretation and can provide meaningful answers for all sorts
of questions related to prediction. It can also serve as a unifying point for existing procedures
of predictive inference in Bayesian, fiducial and frequentist paradigms. A simple yet broadly
applicable algorithm by Monte-Carlo or bootstrapping is proposed. Numerical examples are
provided to demonstrate the methodology.

Keywords. Frequentist prediction; Confidence interpretation; Unified approach
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Prediction and Estimation of Random Fields on Quarter Plane

Priya Kohli1,∗ and Mohsen Pourahmadi2

1 Department of Mathematics and Statistics, Connecticut College, USA, pkohli@conncoll.edu
2 Department of Statistics, Texas A& M University,USA, pourahm@stat.tamu.edu.

Abstract. We study solutions of several prediction problems for random fields (2-D processes)
by extending some nonstandard prediction problems for a stationary time series (1-D process)
based on the modified pasts. The goal is to provide informative and explicit prediction error
variance formulas in terms of either the AR or MA parameters of the random fields so that the
effect of an additional observation is linked to its spatial location via the size of these parameters.
Using the Wold decomposition of stationary random fields, their multi-step ahead prediction
errors and variances, solutions are provided for various nonstandard prediction problems when
a number of observations are either added to or deleted from the quarter-plane past. Unlike the
time series situation, the prediction error variances for random fields seems to be expressible
only in terms of the MA parameters, and attempts to express them formally in terms of the AR
parameters lead to a new and mysterious projection operator which captures the nature of the
“edge-effects” encountered in the estimation of the spectral density function of stationary random
fields. The approach leads to a number of technical issues and open problems. We study cepstral
random field models, which are formulated in the frequency domain by ensuring a positive
spectral density and provide a general way of specifying a random field. We obtain recursive
formulas expressing the AR and MA coefficients in terms of the spatial cepstral coefficients
to facilitate easy and fast computation of the proposed predictor coefficients. The procedure is
illustrated using a simulation study and application to real data.

Keywords. Cepstral Random Fields, Edge-effects; Projection Operator; Unilateral Represen-
tation

Baxter’s Inequality and Sieve Bootstrap for Random Fields

M. Meyer1,∗, C. Jentsch2 and J.-P. Kreiss1

1 Technische Universität Braunschweig, Institut für Mathematische Stochastik, Pockelsstrasse 14, D–
38106 Braunschweig, Germany; marco.meyer@tu-bs.de, j.kreiss@tu-bs.de
2 Universität Mannheim, Abteilung Volkswirtschaftslehre, L 7, 3-5, D-68131 Mannheim, Germany,
carstenjentsch@web.de
∗Corresponding author

Abstract. The concept of the autoregressive sieve bootstrap for time series is expanded to
the case of random fields. Given a finite data sample of rectangular shape, the procedure fits
a finite-order autoregressive (AR) model to the sample using Yule-Walker-type methods. The
residuals of this fit are resampled which allows for construction of a bootstrap sample. Typically,
the order of the fitted AR model depends on the sample size and is assumed to increase as the
sample size tends to infinity. We will explore the range of validity of this resampling procedure
and provide for a large class of spatial processes a general check criterion, which allows to decide
whether the sieve bootstrap asymptotically works for a specific statistic of interest or not. In
the latter case we will also point out the exact reason which causes the bootstrap to fail.
Crucial for the result is the fact that, under relatively mild conditions, rather general random
fields inherit a certain AR structure. Furthermore, the validity of the bootstrap scheme depends
on a generalization of Baxter’s inequality, cf. Baxter (1962), to the case of random fields. This
inequality connects the coefficients of a finite-order AR fit, i.e. the solutions of the Yule-Walker
equations, to the (infinitely many) coefficients of the AR representation of the underlying spatial
process.

Keywords. Autoregression; prediction theory; bootstrap; random fields.
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Baxter’s Inequality and Sieve Bootstrap for Random Fields

M. Meyer1,∗, C. Jentsch2 and J.-P. Kreiss1

1 Technische Universität Braunschweig, Institut für Mathematische Stochastik, Pockelsstrasse 14, D–
38106 Braunschweig, Germany; marco.meyer@tu-bs.de, j.kreiss@tu-bs.de
2 Universität Mannheim, Abteilung Volkswirtschaftslehre, L 7, 3-5, D-68131 Mannheim, Germany,
carstenjentsch@web.de
∗Corresponding author

Abstract. The concept of the autoregressive sieve bootstrap for time series is expanded to
the case of random fields. Given a finite data sample of rectangular shape, the procedure fits
a finite-order autoregressive (AR) model to the sample using Yule-Walker-type methods. The
residuals of this fit are resampled which allows for construction of a bootstrap sample. Typically,
the order of the fitted AR model depends on the sample size and is assumed to increase as the
sample size tends to infinity. We will explore the range of validity of this resampling procedure
and provide for a large class of spatial processes a general check criterion, which allows to decide
whether the sieve bootstrap asymptotically works for a specific statistic of interest or not. In
the latter case we will also point out the exact reason which causes the bootstrap to fail.
Crucial for the result is the fact that, under relatively mild conditions, rather general random
fields inherit a certain AR structure. Furthermore, the validity of the bootstrap scheme depends
on a generalization of Baxter’s inequality, cf. Baxter (1962), to the case of random fields. This
inequality connects the coefficients of a finite-order AR fit, i.e. the solutions of the Yule-Walker
equations, to the (infinitely many) coefficients of the AR representation of the underlying spatial
process.

Keywords. Autoregression; prediction theory; bootstrap; random fields.
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Points Impact in Functional Linear Regression

N1. Alois Kneip1, N2. Dominik Poss1 and N3. Pascal Sarda2,∗

1 Universität Bonn; akneip@uni-bonn.de, dposs@uni-bonn.de
2 Université Paul Sabatier, Toulouse; sarda@math.univ-toulouse.fr
∗Corresponding author

Abstract. In the setting where a scalar variable Y depends on the variability of a functional
variable X, functional linear regression is one of the most popular model which has been widely
studied in the literature (see for instance Cai and Hall (2007), Crambes et al. (2009)). The
response Y is related to the whole curve X through a linear functional where a slope function
is the parameter of the model. More recently, some authors as McKeague and Sen (2010) have
pointed out that one or several sensitive points of the curve X may have also specific influence
on the response. These points are denominated as points of impact.
Following this idea, we propose a generalization of the functional linear regression where it is
assumed that there exists an unknown number of points of impacts. The aim is then to estimate,
from a sample drawn from (X,Y ), the usual slope parameter and to determine number and
locations of points of impact as well as corresponding regression coefficients. It is shown at first
that the model is identifiable provided that the variables X possesses specific local variation.
Roughly speaking it means that some parts of local variation of X in a small neighborhood of a
point of impact is uncorrelated with the remainder of the curve.
We propose a method for estimating the number and locations of points of impact. We prove
that this number can be estimated consistently and then we derive rates of convergence for
location estimates and regression coefficients.

Keywords. Functional linear regression; points of impact; stochastic processes.
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Modelling Electricity Prices as Functional Data on Random
Domains

Alois Kneip1 and Dominik Liebl2,∗

1 University Bonn; akneip@uni-bonn.de
2 Université libre de Bruxelles; Dominik.Liebl@ulb.ac.be
∗Corresponding author

Abstract. Motivated from the so-called merit-order model, a widely accepted theoretical model
for electricity spot prices, we model electricity spot prices as noisy discretization points of
a latent functional time series of daily price functions (see also Liebl (2013)). In order to
consider also the seasonal influences, the price functions are defined as bi-variate functions of
intra-daily electricity demand and daily air-temperature.
This leads to a rarely studied phenomenon of densely sampled functional data observed only
within random sub-domains, which harms the estimation of the covariance function over the
total domain. We propose a procedure that allows to recover the price functions, and subse-
quently the covariance function, over the total domain. Furthermore, we present in-probability
convergence rates for the local linear estimators of the mean and covariance function as well as
for the functional principal components. In our application, we demonstrate that the re-covered
price functions are useful for constructing forecast models with precise distribution forecasts.

Keywords. Functional data analysis; random sub-domains; multivariate local linear estima-
tion; electricity spot prices
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Risk hull method in linear ill-posed inverse problems

Yu. Golubev1

1 Aix Marseille University; golubev.yuri@gmail.com

Abstract. The talk is based on the paper Cavalier and Golubev (2006) devoted to spectral
regularization methods of the linear inverse problem Y = Af + ε, where ε is a white Gaussian
noise and A is a known compact operator with singular values converging to zero with polynomial
decay. The unknown function f is recovered with the help of a spectral regularization method
with a regularization parameter governed by a data-driven procedure. This procedure is based
on the method of the risk hull minimization. We provide non-asymptotic upper bounds for the
mean square risk of this method and show, in particular, that in numerical simulations, this
approach may substantially improve classical methods based on the unbiased risk estimation.

Keywords. Inverse problem; Regularization; Risk hull; Oracle inequality.
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Bayesian Model Calibration in the Presence of Model
Discrepancy

Ralph Smith∗1 and Jerry McMahan, Jr.1

1 Department of Mathematics, North Carolina State University, Raleigh, NC 27695; rsmith@ncsu.edu,
jamcmaha@ncsu.edu
∗Corresponding author

Abstract. Measurement and model errors produce uncertainty in model parameters estimated
through least squares fits to data or Bayesian model calibration techniques. In many cases,
model errors or discrepancies are neglected during model calibration. However, this can yield
nonphysical parameter values for applications in which the effects of unmodeled dynamics are
significant. It can also produce prediction intervals that are inaccurate in the sense that they
do not include the correct percentage of future observations. In this presentation, we discuss
techniques to quantify model discrepancy terms in a manner that yields physical parameters and
correct prediction intervals. We illustrate aspects of the framework in the context of distributed
structural models with highly nonlinear parameter dependencies.

Keywords. Bayesian model calibration; Model discrepancy terms; Prediction intervals.
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Mini-Minimax Uncertainty Quantification for Emulators

Jeffrey C. Regier1 and Philip B. Stark1,∗

1 Department of Statistics, University of California, Berkeley {jeff,stark}@stat.berkeley.edu
∗Corresponding author

Abstract. Consider approximating a function f by an emulator f̂ based on n noiseless
observations of f . Let w be a point in the domain of f . How big might the error |f̂(w)− f(w)|
be? If f could be arbitrarily rough, this error could be arbitrarily large. Suppose f is smooth:
Lipschitz with a known constant. We find a lower bound on the smallest n for which, for the
best emulator f̂ , |f̂(w) − f(w)| ≤ ε. But in general, we will not know whether f is Lipschitz,
much less know its Lipschitz constant. Assume optimistically that f is Lipschitz-continuous
with the smallest constant consistent with the n data. We find the maximum (over such regular
f) of |f̂(w)− f(w)| for the best possible emulator f̂ ; this the “mini-minimax uncertainty” at w.
In reality, f might not be Lipschitz or—if it is—it might not attain its Lipschitz constant on the
data. Hence, the mini-minimax uncertainty at w could be much smaller than |f̂(w)−f(w)|. But
if the mini-minimax uncertainty is large, then—even if f satisfies the optimistic smoothness
assumption—|f̂(w)−f(w)| could be large, even for the best f̂ . For the Community Atmosphere
Model (CAM), the maximum (over w) of the mini-minimax uncertainty based on a set of
1154 observations of f is no smaller than it would be for a single observation of f at the centroid
of the 21-dimensional parameter space. We also find lower confidence bounds for quantiles
of the mini-minimax uncertainty and its mean over the domain of f . For the CAM, these
lower confidence bounds are an appreciable fraction of the maximum. In contrast, for simpler
functions—even in high-dimensional spaces—the mini-minimax uncertainty can be small.

Keywords. Uncertainty quantification; Emulator; Information-based complexity; Lipschitz
condition; Empirical smoothness.
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Geostatistics for Hilbert data

Piercesare Secchi1

1 MOX, Dipartimento di Matematica, Politecnico di Milano; piercesare.secchi@polimi.it

Abstract. When dealing with high-dimensional georeferenced data, the need of spatial pre-
diction results in both theoretical and practical issues. The talk addresses these problems by
proposing an extension of some geostatistical techniques to non-stationary functional random
fields. A new theoretical framework is established to perform Universal Kriging of spatially de-
pendent functional data belonging to a Hilbert space; moreover, estimators of the spatial mean
and the spatial covariance structure are derived. The generality of the proposed approach allows
to include pointwise and differential information brought by data by embedding the analysis in
a proper Hilbert space, possibly other than L2. Three environmental case studies will serve as
illustration. The first deals with temperature curves embedded in L2 while the second considers
functional compositional data handled through the Aitchison geometry. In the third case study
a Hilbert space approximation is exploited to make spatial predictions for data belonging to a
Riemannian manifold, the space of positive definite symmetric matrices.

The talk is based on work developed in collaboration with Alessandra Menafoglio (Mox, Diparti-
mento di Matematica, Politecnico di Milano), Davide Pigoli (CRiSM, Department of Statistics,
University of Warwick), Alberto Guadagnini (Dipartimento di Ingegneria Civile e Industriale,
Politecnico di Milano) and Matilde Dalla Rosa (ENI S.p.A., Exploration & Production Divi-
sion).

Keywords. Spatial statistics; Kriging; Functional Data Analysis; Hilbert Data
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Geostatistics for Hilbert data

Piercesare Secchi1

1 MOX, Dipartimento di Matematica, Politecnico di Milano; piercesare.secchi@polimi.it

Abstract. When dealing with high-dimensional georeferenced data, the need of spatial pre-
diction results in both theoretical and practical issues. The talk addresses these problems by
proposing an extension of some geostatistical techniques to non-stationary functional random
fields. A new theoretical framework is established to perform Universal Kriging of spatially de-
pendent functional data belonging to a Hilbert space; moreover, estimators of the spatial mean
and the spatial covariance structure are derived. The generality of the proposed approach allows
to include pointwise and differential information brought by data by embedding the analysis in
a proper Hilbert space, possibly other than L2. Three environmental case studies will serve as
illustration. The first deals with temperature curves embedded in L2 while the second considers
functional compositional data handled through the Aitchison geometry. In the third case study
a Hilbert space approximation is exploited to make spatial predictions for data belonging to a
Riemannian manifold, the space of positive definite symmetric matrices.

The talk is based on work developed in collaboration with Alessandra Menafoglio (Mox, Diparti-
mento di Matematica, Politecnico di Milano), Davide Pigoli (CRiSM, Department of Statistics,
University of Warwick), Alberto Guadagnini (Dipartimento di Ingegneria Civile e Industriale,
Politecnico di Milano) and Matilde Dalla Rosa (ENI S.p.A., Exploration & Production Divi-
sion).

Keywords. Spatial statistics; Kriging; Functional Data Analysis; Hilbert Data
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Visualization of shape outliers in functional data samples

A. Arribas-Gil1∗ and J. Romo1

1 Departamento de Estadística, Universidad Carlos III de Madrid, Spain; ana.arribas@uc3m.es,
juan.romo@uc3m.es
∗Corresponding author

Abstract. We propose a new method to visualize and detect shape outliers in samples of
curves. In functional data analysis, we observe curves defined over a given real interval and
shape outliers may be defined as those curves that exhibit a different shape from the rest of the
sample. Whereas magnitude outliers, that is, curves that lie outside the range of the majority
of the data, are in general easy to identify, shape outliers are often masked among the rest
of the curves and thus difficult to detect. In this article, we exploit the relationship between
two measures of depth for functional data to help to visualize curves in terms of shape and to
develop an algorithm for shape outlier detection. We illustrate the use of the visualization tool,
the outliergram, through several examples and analyze the performance of the algorithm on a
simulation study.

Keywords. Depth measure; Functional data; Shape outliers.

An alternative to FPCA for functional data in two arguments

K. Chen1, P. Delicado2,∗ and H.G. Müller3

1Department of Statistics and Department of Psychiatry, University of Pittsburgh, Pittsburgh, USA;
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Spain; pedro.delicado@upc.edu
3Department of Statistics, University of California, Davis, USA; hgmueller@ucdavis.edu
∗Corresponding author

Abstract. We consider a square integrable random function that depends on two arguments,
possibly with asymmetric roles (for instance, one of the arguments can be time). We propose
an asymmetric representation of this random function, that is an alternative to the Karhunen-
Loève (KL) representation, leading to an alternative to the standard FPCA. Interesting prop-
erties of our proposal are the following: it is the optimal solution of an approximation problem
(similar to that leading to KL representation); it allows to treat asymmetrically the two ar-
guments of the functional data; in the new approach the functional data are represented as a
sum of terms that are the product of two functions, each depending on only one argument, this
way to look for an intuitive interpretation of each term is easier than in the standard FPCA.
We also study the convergence of the sampling (or empirical) version of our proposal to the
theoretical counterpart.
We illustrate our proposal analyzing functional data coming from the Human Fertility Database.
Our interest is focused on the Age-Specific Fertility Rate (ASFR), that for a given age s (ex-
pressed in years) and a given calendar year t is defined as a quotient: the number of births
during the year t corresponding to women aged s, divided by the number of women aged s dur-
ing the year t. Our proposal leads to much more straightforward analysis of the dynamics of
the fertility process compared to standard FPCA

Keywords. Asymptotics; Demography; Functional data analysis; Functional principal com-
ponent analysis; Karhunen-Loève expansion.
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Abstract. We consider a square integrable random function that depends on two arguments,
possibly with asymmetric roles (for instance, one of the arguments can be time). We propose
an asymmetric representation of this random function, that is an alternative to the Karhunen-
Loève (KL) representation, leading to an alternative to the standard FPCA. Interesting prop-
erties of our proposal are the following: it is the optimal solution of an approximation problem
(similar to that leading to KL representation); it allows to treat asymmetrically the two ar-
guments of the functional data; in the new approach the functional data are represented as a
sum of terms that are the product of two functions, each depending on only one argument, this
way to look for an intuitive interpretation of each term is easier than in the standard FPCA.
We also study the convergence of the sampling (or empirical) version of our proposal to the
theoretical counterpart.
We illustrate our proposal analyzing functional data coming from the Human Fertility Database.
Our interest is focused on the Age-Specific Fertility Rate (ASFR), that for a given age s (ex-
pressed in years) and a given calendar year t is defined as a quotient: the number of births
during the year t corresponding to women aged s, divided by the number of women aged s dur-
ing the year t. Our proposal leads to much more straightforward analysis of the dynamics of
the fertility process compared to standard FPCA

Keywords. Asymptotics; Demography; Functional data analysis; Functional principal com-
ponent analysis; Karhunen-Loève expansion.

Saddle-point model selection
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Abstract. Within the penalized model selection approach the selected model is defined by
minimization of penalized empirical risk. Such procedures enjoy nice algorithmic properties
especially if both the empirical risk and the penalty function are convex functions of the param-
eter. A number of “oracle” risk bounds for such methods are available. However, the choice of
penalty is critical and there is no unified approach for fixing this penalty. This paper presents
another method of model selection based on a saddle point optimization. The basic observation
behind the saddle point method is that the empirical risk minimizer is a saddle point of the
bivariate function built as the difference between empirical risks of two models. An extension of
this idea is to define the model selector via a saddle point of a penalized difference. The penalty
is also a bivariate function and it has to be selected by the condition that the “oracle” model
can be rejected against a larger model only with a very small probability.

Keywords. Model selection; Unbiased risk estimation; Penalty calibration.
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Conditional Moment Restrictions estimation: finite sample
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Abstract. In this contribution, we are interested by statistical models where parameters are
identified by a set of conditional estimating equations, also called moment restrictions. Such
statistical models are semiparametric in the sense that one aims at estimating a finite dimen-
sional vector of parameter without specifying entirely the distribution of the variables of interest.
Nonlinear mean or quantile regressions, econometric instrumental variables models, are only
few examples of statistical models that fit into this framework. We consider the smooth mini-
mum distance (SMD) estimation method introduced by Lavergne & Patilea (2013) for inference
on the parameters of the model. We investigate the statistical properties of the SMD estimates
using modern tools as proposed by Spokoiny (2012). The main feature of the new approach
is the non-asymptotic nature of the results. Moreover, the model could be misspecified. We
deduce concentration and confidence sets, risk bounds and local expansions of the minimum of
the empirical criterion and the corresponding estimate. The previous asymptotic results can be
easily derived as corollaries of the new non-asymptotic statements. At the same time, the new
approach works well in the situations with large or growing parameter dimension in which the
previous parametric theory fails. The results apply for any dimension of the parameter space
and provide a quantitative lower bound on the sample size yielding the root-n accuracy.

Keywords. Semiparametric models; Conditional moment equations; U−statistics; Non-
asymptotic results.
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Functional linear instrumental regression
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Abstract. The estimation of a slope function β is considered in functional linear instrumental
regression, where in the presence of a functional instrument W the dependence of a scalar
response Y on the variation of an endogenous explanatory random function X is modelled by
Y =

∫ 1
0 β(t)X(t)dt+σU , σ > 0, for some error term U . Taking into account that the functional

regressor X and the error term U are correlated in many economical applications, the random
function W and the error term U are assumed to be uncorrelated. Given an iid. n-sample
of (Y,X,W ) a lower bound of the maximal mean integrated squared error is derived for any
estimator of β over certain ellipsoids of slope functions. This bound is essentially determined
by the mapping properties of the cross-covariance operator associated to the functional regressor
X and the best linear predictor Wo of X given the instrument W . Assuming first that Wo is
known in advance a least squares estimator of β is introduced based on a dimension reduction
technique and additional thresholding. It is shown that this estimator can attain the lower bound
up to a constant under mild additional moment conditions. The best linear predictor of X given
the instrument W is generally, however, not known. Therefore, in a second step Wo is replaced
by an estimator and sufficient conditions are provided to ensure the minimax-optimality of the
resulting two stage least squares estimator. The results are illustrated by considering Sobolev
ellipsoids and finitely or infinitely smoothing cross-covariance operators.

Keywords. Functional linear model; Instrumental variable; Linear Galerkin approach; Mini-
max theory.
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Abstract. In a small-n large-p hypothesis testing framework, most procedures in the literature
require quite stringent distributional assumptions, and restrict to a specific scheme of (n, p)-
asymptotics. More precisely, multinormality is almost always assumed, and it is imposed,
typically, that p/n → c, for some c in some given convex set C ⊂ (0,∞). Such restrictions
clearly jeopardize practical relevance of these procedures. In this paper, we consider several
classical testing problems in multivariate analysis, directional statistics, and multivariate time
series : the problem of testing uniformity on the unit sphere, the spherical location problem,
the problem of testing that a process is white noise versus serial dependence, the problem of
testing for multivariate independence, and the problem of testing for sphericity. In each case,
we show that the natural sign tests enjoy nonparametric validity and are distribution-free in a
"universal" (n, p)-asymptotics framework, where p may go to infinity in an arbitrary way as n
does. Simulations confirm our asymptotic results.

Keywords. Double asymptotics; High-dimensional data; Robust statistics; Sign tests.
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Robust estimators in additive models with missing responses
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Abstract. As is well known, kernel estimators of the regression function in nonparametric
multivariate regression models suffer from the so-called curse of dimensionality, which occurs
because the number of observations lying in neighbourhoods of fixed radii decreases exponen-
tially with the dimension. Additive models are widely used to avoid the difficulty of estimating
regression functions of several covariates without using a parametric model. They generalize
linear models, are easily interpretable, and are not affected by the curse of the dimensionality.
Different estimation procedures for these models have been proposed in the literature, and some
of them have also been extended to the situation when the data may contain missing responses.
It is easy to see that most of these estimators can be unduly affected by a small proportion
of atypical observations, since they are based on local averages or local polynomials. For that
reason, robust procedures to estimate the components of an additive model are needed. We con-
sider robust estimators for additive models based on local polynomials that can also be used on
data sets with missing responses. These estimators simultaneously avoid the curse of dimen-
sionality and the sensitivity to atypical observations. Our proposal is based on the method of
marginal integration, and adapted to the missing responses situation. If time permits, we will
also introduce a robust kernel estimator for additive models via the back-fitting algorithm.

Keywords. Additive Models; Backfitting; Marginal Integration; Missing Responses; Robust-
ness
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Graph Estimation with Joint Additive Models
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Abstract. In recent years, there has been considerable interest in estimating conditional in-
dependence graphs in the high-dimensional setting. Most prior work has assumed that the
variables are multivariate Gaussian, or that the conditional means of the variables are linear.
Unfortunately, if these assumptions are violated, the resulting conditional independence esti-
mates can be inaccurate. I will present a semi-parametric method, SpaCE JAM, which allows
the conditional means of the features to take on an arbitrary additive form. I will discuss
computational and theoretical aspects of the problem, as well as extensions of the method to es-
timation of directed acyclic graphs with known causal ordering. Using simulated and real data
examples, I will demonstrate that SpaCE JAM enjoys superior performance to existing methods
when there are non-linear relationships among the features, and is comparable to methods that
assume multivariate normality when the conditional means are linear.

Keywords. Conditional independence; Graphical model; Nonlinearity; Non-Gaussianity;
Sparse additive model.
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Estimation in High-dimensional Vector Autoregressive Models

George Michailidis
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Abstract. Vector Autoregression (VAR) is a widely used method for learning complex interrela-
tionship among the components of multiple time series. Over the years it has gained popularity
in the fields of control theory, statistics, economics, finance, genetics and neuroscience. We
consider the problem of estimating stable VAR models in a high-dimensional setting, where
both the number of time series and the VAR order are allowed to grow with sample size. In
addition to the “curse of dimensionality" introduced by a quadratically growing dimension of
the parameter space, VAR estimation poses considerable challenges due to the temporal and
cross-sectional dependence in the data. Under a sparsity assumption on the model transition
matrices, we establish estimation and prediction consistency of �1-penalized least squares and
likelihood based methods. Exploiting spectral properties of stationary VAR processes, we develop
novel theoretical techniques that provide deeper insight into the effect of dependence on the con-
vergence rates of the estimates. We study the impact of error correlations on the estimation
problem and develop fast, parallelizable algorithms for penalized likelihood based VAR estimates.

Keywords. Sparsity; VARs; Spectral Density
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Abstract. We discuss limit distribution results for a nonparametric regression estimator of
an unknown convex function, e.g. a regression function or a density function. We discuss
previously obtained results for independent data as well as state new results for dependent data,
for both weakly and long range dependent data. An attempt to give a unified approach, with
respect to type of dependence and type of estimand, for the estimation problem is made.

Keywords. Limit distribution; Convexity; Dependent data
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Abstract. We present a general law of the iterated logarithm for stochastic processes on the
open unit interval having subexponential tails in a locally uniform fashion. It applies to standard
Brownian bridge but also to suitably standardized empirical distribution functions. This leads
to new goodness-of-fit tests and confidence bands which refine the procedures of Berk and Jones
(1979) and Owen (1995). Roughly speaking, the high power and accuracy of the latter procedures
in the tail regions of distributions are esentially preserved while gaining considerably in the
central region.

Keywords. Confidence band; Limit distribution; Sub-exponential tails; Submartingale, Tail
regions
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Abstract. The receiver operating characteristic (ROC) curve is a graphical representation
of the relationship between false positive and true positive rates. It is a widely used statistical
tool for describing the accuracy of a diagnostic test. In this paper we propose a new nonpara-
metric ROC curve estimator based on the smoothed empirical distribution functions. We prove
its strong consistency and perform a simulation study to compare it with some other popular
nonparametric estimators of the ROC curve. We also apply the proposed method to a real data
set.

Keywords. Receiver operating characteristic (ROC) curve; Empirical distribution function;
Nonparametric estimation.

Two-Stage Plans for Estimating the Inverse of a Monotone
Function

George Michailidis

Department of Statistics, The University of Michigan

Abstract. This study investigates two-stage plans based on nonparametric procedures for esti-
mating an inverse regression function at a given point. Specifically, isotonic regression is used
at stage one to obtain an initial estimate followed by another round of isotonic regression in
the vicinity of this estimate at stage two. It is shown that such two stage plans accelerate the
convergence rate of one-stage procedures and are superior to existing two-stage procedures that
use local parametric approximations at stage two when the available budget is moderate and/or
the regression function is Ôill-behavedÕ. Both Wald and Likelihood Ratio type confidence in-
tervals for the threshold value of interest are investigated and the latter are recommended in
applications due to their simplicity and robustness. The developed plans are illustrated through
a comprehensive simulation study and an application to car fuel efficiency data.

Joint work with Mouli Banerjee, Runlong Tang and Shawn Mankad

Keywords. Adaptive sampling; nonparametric estimation; convergence rate acceleration
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Abstract. The receiver operating characteristic (ROC) curve is a graphical representation
of the relationship between false positive and true positive rates. It is a widely used statistical
tool for describing the accuracy of a diagnostic test. In this paper we propose a new nonpara-
metric ROC curve estimator based on the smoothed empirical distribution functions. We prove
its strong consistency and perform a simulation study to compare it with some other popular
nonparametric estimators of the ROC curve. We also apply the proposed method to a real data
set.

Keywords. Receiver operating characteristic (ROC) curve; Empirical distribution function;
Nonparametric estimation.
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Abstract.
In medical studies, the diagnostic of a patient is very often based on some characteristic of
interest, which may lead to classification errors. These classification errors are calibrated on
the basis of two indicators: sensitivity (probability of diagnosing an ill person as ill) and speci-
ficity (probability of diagnosing a healthy person as healthy). When the diagnostic variable is
continuous, the classification will necessarily be based on a cut-off value: if the diagnostic vari-
able exceeds the cut-off then the patient is classified as ill, otherwise the patient is classified as
healthy. The representation of the sensitivity versus one minus the specificity for each cut-off
value leads to the operating characteristic (ROC) curve, which is a statistical tool extensively
used to analyze the discriminative power of the diagnostic variable. Some summary indica-
tors, such as the area under the curve or the Youden index, are employed to describe the main
features of the ROC curve.
In many studies, a covariate is available along with the diagnostic variable. The information
contained in the covariate may modify the discriminatory capability of the ROC curve, and
therefore it is interesting to study the impact of the covariate on the conditional or covariate-
specific ROC curve. This work will be devoted to the study of a nonparametric estimation
procedure of the covariate-specific ROC curve and its associated summary indices, specifically,
the covariate-specific AUC and the covariate-specific Youden index.

Keywords. Area under the curve; Nonparametric regression; ROC curve; Youden index.
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Abstract. The statistical evaluation of diagnostic tests is of great importance in public health
and medical research. New diagnostic tests must be rigorously evaluated to determine their
abilities to discriminate between diseased and nondiseased states and it is of crucial importance
to understand the covariate influence to determine the optimal and suboptimal populations to
perform such tests on. Due to advances in technology, medical diagnostic data have become
increasingly complex and, nowadays, applications where measurements are functions, curves,
or images are becoming more and more common. We develop nonparametric regression methods
for the partial area under the receiver operating characteristic curve, a well-accepted measure
of diagnostic test accuracy when only a region of the curve is of interest, for the case where the
covariate influencing the test’s performance is functional. The simulation study shows that our
method produces estimates with small bias and small mean squared error. The application of our
method to assess the ability of the gamma-glutamyl-transferase to detect women with metabolic
syndrome reveals that the nocturnal levels of arterial oxygen saturation of hemoglobin are key
to the test’s performance.

Keywords. Diagnostic testing; Functional data; Kernel regression; Metabolic syndrome; Par-
tial area under the curve.
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Abstract. The statistical evaluation of diagnostic tests is of great importance in public health
and medical research. New diagnostic tests must be rigorously evaluated to determine their
abilities to discriminate between diseased and nondiseased states and it is of crucial importance
to understand the covariate influence to determine the optimal and suboptimal populations to
perform such tests on. Due to advances in technology, medical diagnostic data have become
increasingly complex and, nowadays, applications where measurements are functions, curves,
or images are becoming more and more common. We develop nonparametric regression methods
for the partial area under the receiver operating characteristic curve, a well-accepted measure
of diagnostic test accuracy when only a region of the curve is of interest, for the case where the
covariate influencing the test’s performance is functional. The simulation study shows that our
method produces estimates with small bias and small mean squared error. The application of our
method to assess the ability of the gamma-glutamyl-transferase to detect women with metabolic
syndrome reveals that the nocturnal levels of arterial oxygen saturation of hemoglobin are key
to the test’s performance.

Keywords. Diagnostic testing; Functional data; Kernel regression; Metabolic syndrome; Par-
tial area under the curve.
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Abstract. Accurate diagnosis of disease is of crucial importance in health care and medical re-
search. The major goal of a diagnostic test is to distinguish diseased patients from nondiseased
patients and, before a test is routinely used in practice, its ability to distinguish between these
two states must be rigorously evaluated. The accuracy of the test at any given threshold can
be measured by the probability of a true positive (sensitivity) and a true negative (specificity).
The receiver operating characteristic (ROC) curve, a popular graphical tool for evaluating the
discriminatory ability of a continuous scale diagnostic test, plots the sensitivity, Se(c), against
1−specificity, 1 − Sp(c), as the threshold c varies through the range of possible test results.
To evaluate the discriminatory ability of a test it is common to summarize the information of
the ROC curve into a single global value or index. The two most popular summary indices of
diagnostic accuracy are the area under the ROC and the Youden index. In this work we focus
on the Youden index (YI), which can be defined as YI = maxc{Se(c) + Sp(c)− 1} and has the
attractive feature of providing a criterion for choosing the optimal threshold value c∗ to screen
subjects in practice. With the aim of having a flexible model that can handle skewness, multi-
modality and other nonstandard features of the data, without the need of knowing in advance
their existence, we propose to estimate the Youden index and its associated optimal threshold
c∗, using Bayesian nonparametric techniques, namely, Dirichlet process mixtures. The perfor-
mance of the estimator is evaluated through a simulation study and a real data application is
provided.

Keywords. Bayesian nonparametrics; diagnostic testing; Dirichlet process mixtures; Markov
chain Monte Carlo; Youden index.
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Abstract. Accurate diagnosis of disease is of crucial importance in health care and medical re-
search. The major goal of a diagnostic test is to distinguish diseased patients from nondiseased
patients and, before a test is routinely used in practice, its ability to distinguish between these
two states must be rigorously evaluated. The accuracy of the test at any given threshold can
be measured by the probability of a true positive (sensitivity) and a true negative (specificity).
The receiver operating characteristic (ROC) curve, a popular graphical tool for evaluating the
discriminatory ability of a continuous scale diagnostic test, plots the sensitivity, Se(c), against
1−specificity, 1 − Sp(c), as the threshold c varies through the range of possible test results.
To evaluate the discriminatory ability of a test it is common to summarize the information of
the ROC curve into a single global value or index. The two most popular summary indices of
diagnostic accuracy are the area under the ROC and the Youden index. In this work we focus
on the Youden index (YI), which can be defined as YI = maxc{Se(c) + Sp(c)− 1} and has the
attractive feature of providing a criterion for choosing the optimal threshold value c∗ to screen
subjects in practice. With the aim of having a flexible model that can handle skewness, multi-
modality and other nonstandard features of the data, without the need of knowing in advance
their existence, we propose to estimate the Youden index and its associated optimal threshold
c∗, using Bayesian nonparametric techniques, namely, Dirichlet process mixtures. The perfor-
mance of the estimator is evaluated through a simulation study and a real data application is
provided.

Keywords. Bayesian nonparametrics; diagnostic testing; Dirichlet process mixtures; Markov
chain Monte Carlo; Youden index.

1

1

ρ′

ρ′

2.53

2.54



101

ρ′

ρ′

1 2 3 4

1,∗

2

3

4 ∗

Non-parametric Cross-Covariance Functions for Multivariate
Spatial Data

H. Zhang1,∗, Y. Wang2

1 Department of Statistics, Purdue University, USA; zhanghao@purdue.edu
2 Department of Mathematics, East Kentucky University, USA; wang.yong@eky.edu
∗Corresponding author

Abstract. Multivariate spatial data such as temperature and precipitation are observed in many
studies. Cokriging is the technique for best linear unbiased prediction using multivariate spatial
data, which utilizes both marginal and cross covariance functions. Recent years see a significant
advance in parametric models of multivariate covariance functions. Statistical inferences for
these parameters can be problematic due to the increased number of parameters that have to
satisfy some constraints in order for the fitted model to be a valid multivariate covariance
function. We propose a new and different approach. We first fit the marginal models by some
parametric family (e.g., Matern family) which is relatively easier to do. We then estimate the
cross-covariance function non-parametrically and the resulting multivariate covariance function
is guaranteed to be positive definite. We evaluate the performance of our approach through some
real data sets and compare it with some existing parametric models.

Keywords. Cross Covariance Function; Cokring; Multivariate Spatial Model;
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Abstract. Multivariate spatial data such as temperature and precipitation are observed in many
studies. Cokriging is the technique for best linear unbiased prediction using multivariate spatial
data, which utilizes both marginal and cross covariance functions. Recent years see a significant
advance in parametric models of multivariate covariance functions. Statistical inferences for
these parameters can be problematic due to the increased number of parameters that have to
satisfy some constraints in order for the fitted model to be a valid multivariate covariance
function. We propose a new and different approach. We first fit the marginal models by some
parametric family (e.g., Matern family) which is relatively easier to do. We then estimate the
cross-covariance function non-parametrically and the resulting multivariate covariance function
is guaranteed to be positive definite. We evaluate the performance of our approach through some
real data sets and compare it with some existing parametric models.

Keywords. Cross Covariance Function; Cokring; Multivariate Spatial Model;

Asymptotic efficiency of tests and asymptotic equivalence of
locally stationary Gaussian processes

Inder Tecuapetla-Gómez1

1 University of Göttingen, itecuap@mathematik.uni-goettingen.de

Abstract. In the first part of this talk we show how a large deviation result for the log-likelihood
ratio between the laws of two locally stationary Gaussian processes (LSGP) can be used to obtain
the analogue of classical results on the asymptotic efficiency of tests such as Stein’s lemma, the
Chernoff bound and the general Hoeffding bound.
We dedicate the second part of this talk to show that asymptotically, and with respect to Le
Cam’s pseudodistance, the problem of estimating parametrically the log-time-varying spectral
density function of a LSGP can be thought of as a Gaussian white noise problem plus drift.

Keywords. local stationarity, Le Cam’s pseudodistance, large deviations, asymptotic efficiency

On the estimation of long-memory locally stationary processes

Wilfredo Palma1

1 Pontificia Universidad Católica de Chile, wilfredo@mat.puc.cl

Abstract. This talk addresses some estimation problems in the context of locally stationary
time series exhibiting long range dependence. Different aspects of the estimation process are
discussed, including the estimation of trends and model parameters. The theoretical results
established are illustrated with several Monte Carlo experiments and applications to real life
time series data.

Keywords. Long memory, local stationarity
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Constructing adaptive interference-reduced Wigner-Ville
spectral estimators of non-stationary time series

Jean-Marc Freyermuth1

1 Katholique Université of Leuven:, Jean-Marc.Freyermuth@kuleuven.be

Abstract. In this talk we propose estimators of the time-frequency spectrum of a (zero mean)
non-stationary time series with second order structure which varies across time. It is obtained
by smoothing the empirical Wigner-Ville (WV) spectrum (Matin and Flandrin, 1985) which is
a highly localized time-frequency spectrum. Using the empirical WV avoids prior time-frequency
segmentation (such as for the segmented periodogram (Schneider and von Sachs, 1996)) nev-
ertheless it suffers from low and heterogeneous signal-to-noise ratios and from severe interfer-
ences. In addition, the associated time-frequency spectrum is best modeled as an anisotropic
object with locally varying smoothness in both time and frequency directions (Neumann and von
Sachs, 1997). All this make smoothing very challenging. Our approach is to project the empir-
ical WV data onto a specifically designed hyperbolic wavelet basis (Autin et al., 2013b) and to
use a tree-structured thresholding (Autin et al., 2011, 2013) under constraints inspired notably
by the Heisenberg’s uncertainty principle. Such approach is expected to ensure an adaptive
time-frequency representation and to reduce the cross-interferences of the WV spectrum.

Keywords. Wigner-Ville spectra, non-stationarity, tree-structured thresholding, Heisenberg’s
uncertainty principle

References

Autin, F., Freyermuth, J-M., von Sachs, R. (2011). Ideal denoising within a family of tree-structured
wavelet estimators . Electronic Journal of Statistics, 5, 829-855.

Autin, F., Claeskens, G., Freyermuth, J-M. (2013). Hyperbolic wavelet thresholding rules: the curse of
dimensionality through the maxiset approach. Applied Computational Harmonic Analysis, e-pub.

Autin, F., Claeskens, G., Freyermuth, J-M. (2013). On the performances of isotropic and hyperbolic
wavelet estimators. Tech report, KBI.

Martin, W., Flandrin, P. (1985). Wigner-Ville spectral analysis of non-stationary processes. IEEE Trans.
on Acoust., Speech and Signal Proc., ASSP-33(6), 1461-1470.

Neumann, M.H., von Sachs, R. (1997). Wavelet thresholding in anisotropic function classes and appli-
cation to adaptive estimation of evolutionary spectra. Annals of statistics, 25(1), 38-76.

Schneider, K., von Sachs, R. (1996). Wavelet smoothing of evolutionary spectra by non-linear thresh-
olding. Applied and Computational Harmonic Analysis, 3, 268-282.

2.59



104

Simultaneous quantile inference for locally stationary long
memory time series

Zhou Zhou 1

1 University of Toronto, zhou@utstat.toronto.edu

Abstract. We consider simultaneous or functional inference of time-varying quantile curves for
a class of non-stationary and long memory time series. New uniform Bahadur representations
and Gaussian approximation schemes are established for a wide class of non-stationary and
long memory linear processes. Furthermore, an asymptotic distributional theory is developed
for the maxima of a class of non-stationary long memory Gaussian processes. With the latter
theoretical results, we construct simultaneous confidence bands for the above mentioned quantile
curves with asymptotically correct coverage probabilities.

Keywords. local stationarity, long memory processes quantile regression

Analysis of aggregated functional data from mixed populations

applied to transformer electricity load data
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Abstract. Understanding the energy consumption patterns of different types of consumers is

essential in any planning of energy distribution. However, obtaining consumption information

for single individuals is often either not possible or too expensive. Therefore, we consider data

from aggregations of energy use, that is, from sums of individuals’ energy use, where each

individual falls into one of C consumer classes. Unfortunately, the exact number of individuals

of each class may be unknown: consumers do not always report the appropriate class, due to

various factors including differential energy rates for different consumer classes. We develop

a methodology to estimate the expected energy use of each class as a function of time and the

true number of consumers in each class. We also provide some measure of uncertainty of the

resulting estimates. To accomplish this, we assume that the expected consumption is a function

of time that can be well approximated by a linear combination of B-splines. Individual consumer

perturbations from this baseline are modeled as B-splines with random coefficients. We treat the

reported numbers of consumers in each category as random variables with distribution depending

on the true number of consumers in each class and on the probabilities of a consumer in one

class reporting as another class. We obtain maximum likelihood estimates of all parameters via

a maximization algorithm. We introduce a special numerical trick for calculating the maximum

likelihood estimates of the true number of consumers in each class. We apply our method to a

data set and study our method via simulation.

Keywords. aggregated functional data; nonparametric regression, energy consumption
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Abstract. Understanding the energy consumption patterns of different types of consumers is

essential in any planning of energy distribution. However, obtaining consumption information

for single individuals is often either not possible or too expensive. Therefore, we consider data

from aggregations of energy use, that is, from sums of individuals’ energy use, where each

individual falls into one of C consumer classes. Unfortunately, the exact number of individuals

of each class may be unknown: consumers do not always report the appropriate class, due to

various factors including differential energy rates for different consumer classes. We develop

a methodology to estimate the expected energy use of each class as a function of time and the

true number of consumers in each class. We also provide some measure of uncertainty of the

resulting estimates. To accomplish this, we assume that the expected consumption is a function

of time that can be well approximated by a linear combination of B-splines. Individual consumer

perturbations from this baseline are modeled as B-splines with random coefficients. We treat the

reported numbers of consumers in each category as random variables with distribution depending

on the true number of consumers in each class and on the probabilities of a consumer in one

class reporting as another class. We obtain maximum likelihood estimates of all parameters via

a maximization algorithm. We introduce a special numerical trick for calculating the maximum

likelihood estimates of the true number of consumers in each class. We apply our method to a

data set and study our method via simulation.
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Switching nonparametric regression models with an application
to building power usage data

Camila P. E. de Souza 1,∗ and Nancy E. Heckman2

1,2 University of British Columbia; camila.souza@stat.ubc.ca, nancy@stat.ubc.ca
∗Corresponding author

Abstract. We propose a methodology to analyze data arising from a curve that, over its
domain, switches among J states. We consider a sequence of response variables, where each
response y depends on a covariate x according to an unobserved state z, also called a hidden
or latent state. The states form a stochastic process and their possible values are j = 1, . . . , J .
If z equals j the expected response of y is one of J unknown smooth functions evaluated at
x. We call this model a switching nonparametric regression model. We consider two different
data structures: one with N replicates and the other with one single realization. For the hidden
states, we consider those that are independent and identically distributed and those that follow a
Markov structure. We develop an EM algorithm to estimate the parameters of the latent state
process and the functions corresponding to the J states. Standard errors for the parameter
estimates of the state process are also obtained. We investigate the frequentist properties of the
proposed estimates via simulation studies. As an application we analyze daytime power usage
on business days in a building treating each day as a replicate and modeling power usage as
arising from two functions, one function giving power usage when the cooling system of the
building is off, the other function giving power usage when the cooling system is on.

Keywords. Nonparametric regression; Machine learning; Latent variables; EM algorithm;
Building power usage data.

1,∗ 2 2 3

1

2

3

∗

k
k

k

2.62

2.63



106

1,∗ 2 2 3

1

2

3

∗

k
k

k

Creating and using low voltage network templates to identify
network stresses

G. Shaddick1*

1 Department of Mathematical Sciences, University of Bath, BA2 7AY, UK; g.shaddick@bath.ac.uk

Abstract. Distribution network operators need to maintain security and quality of supply
as customers connect low carbon technologies (LCT) and distributed generation (DG) to the
Low Voltage (LV) networks. LCT and DG penetration and traditional loads vary across the
network and information on the potential effects of LCT and DG is currently limited. We seek
to address this by developing a number of LV Network Templates. These Templates allow a
network planner to estimate the load flow at a substation without the need for costly monitoring.
They consist of load profiles (patterns of delivered power over time) for different times and
locations and are created by clustering data collected in the UK from multiple locations (ca.
1000 substations and 4000 customer homes) measured at high temporal resolution (10 mins).
An important factor is to be able to predict load profiles, together with associated measures
of uncertainty, for locations where monitoring has not been performed. As a result of these
analyses, load profiles were produced for different times of the day and show the variation
between the working week and weekends and across different seasons. These profiles allow
planners to estimate the capacity and voltage headroom available and so to determine whether
installation of low carbon technologies are expected to cause voltage or thermal issues.

Keywords. Low voltage networks, clustering, classification, data reduction
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A new class of the tail index estimators and the improvement
of the Hill estimator

Vygantas Paulauskas

Vilnius University, Department of Mathematics and Informatics, Naugarduko 24, Vilnius 03225,
Lithuania; vygantas.paulauskas@mif.vu.lt

Abstract. In the talk we discuss a new type of the tail index estimators. By including
the logarithmic function, which is essential in construction of most tail index estimators, into
a family of power functions we obtain this new class of estimators. These estimators are
natural generalizations of the classical Hill, moment, and moment ratio estimators. Moreover,
the generalized Hill estimator has smaller asymptotic mean square error comparing with the
Hill estimator over all range of the parameters present in the second order regular variation
condition. The relation with a recently introduced the so-called dual divergence estimator of the
tail index (see Bouzebda and Cherfi (2012)) will be mentioned.
The talk is based on the paper Paulauskas and Vaičiulis (2013) and some new results.

Keywords. Tail index estimation; Hill-type estimators; heavy tails.
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Variable and Shape Selection for the Generalized Additive
Model

M. Meyer1∗

1 Colorado State University; meyer@stat.colostate.edu
∗Corresponding author

Abstract. The partial linear generalized additive model is considered, where the goal is to
choose a subset of predictor variables and describe the component relationships with the re-
sponse, in the case where there is very little a priori information. For each predictor, the user
need only specify a set of possible shape or order restrictions. For example, the systematic
component associated with a continuous predictor might be assumed to be increasing, decreas-
ing, convex, or concave. The effect of a treatment variable might have a tree ordering or be
unordered. A model selection method chooses the nature of the relationships as well as the
variables. Given a set of predictors and shape or order restrictions, the maximum likelihood
estimator for the constrained generalized additive model is found using iteratively re-weighted
cone projections. The cone information criterion is used to select the best combination of vari-
ables and shapes. Because the shapes and orderings impose some degree of smoothness, no
tuning parameters are required. The methods are introduced using two classical data sets, and
a case study involving injuries in head-on collisions is presented. Simulations show that the
model selection criterion performs well in comparison to the AIC with parametric assumptions.
The R package cgam contains routines and data sets for the methods and examples.

Keywords. Isotonic; Convex; Information Criterion; Cone Projection
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Abstract. The partial linear generalized additive model is considered, where the goal is to
choose a subset of predictor variables and describe the component relationships with the re-
sponse, in the case where there is very little a priori information. For each predictor, the user
need only specify a set of possible shape or order restrictions. For example, the systematic
component associated with a continuous predictor might be assumed to be increasing, decreas-
ing, convex, or concave. The effect of a treatment variable might have a tree ordering or be
unordered. A model selection method chooses the nature of the relationships as well as the
variables. Given a set of predictors and shape or order restrictions, the maximum likelihood
estimator for the constrained generalized additive model is found using iteratively re-weighted
cone projections. The cone information criterion is used to select the best combination of vari-
ables and shapes. Because the shapes and orderings impose some degree of smoothness, no
tuning parameters are required. The methods are introduced using two classical data sets, and
a case study involving injuries in head-on collisions is presented. Simulations show that the
model selection criterion performs well in comparison to the AIC with parametric assumptions.
The R package cgam contains routines and data sets for the methods and examples.
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A unified framework for spline estimators

Tatyana Krivobokova1,∗ and Katja Schwarz1
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Abstract. We discuss a unified framework to study the (asymptotic) properties of all (periodic)
spline based estimators, that is of regression, penalized and smoothing splines. The explicit form
of the periodic Demmler-Reinsch basis of general degree in terms of exponential splines allows
to derive the exact expression for the equivalent kernel of all spline estimators simultaneously.
The corresponding bandwidth, which drives the asymptotic behavior of spline estimators, is
shown to be a function of both – the number of knots and the smoothing parameter. A strategy
for the optimal bandwidth selection is discussed.

Keywords. B-splines; Demmler-Reinsch basis; Equivalent kernels
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Quantifying and reducing uncertainties on excursion sets under
a gaussian random field prior

D. Ginsbourger1,∗, C. Chevalier1, J. Bect2, D. Azzimonti1, and I. Molchanov1

1 Department of Mathematics and Statistics, Institute of Mathematical Statistics and Actuarial Sci-
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dario.azzimonti@stat.unibe.ch, Ilya@stat.unibe.ch
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∗Corresponding author

Abstract. We focus on the problem of estimating the excursion set of a function above a given
threshold under a limited evaluation budget. We adopt a Bayesian approach where the objective
function is assumed to be a realization of some random field, typically assumed Gaussian, with
mean and covariance functions known up to some parameters. In this setting, the posterior
distribution on the objective function gives rise to a posterior distribution of excursion sets. In
practice, estimates of the set of interest but also of the associated uncertainty can be derived from
such posterior distribution. As notions of expectation and variability are not straightforward to
define for random sets, several approaches have been proposed (Molchanov, 2005). In Chevalier
et al. (2013), we considered the Vorob’ev expectation and deviation of an excursion set under a
Gaussian random field prior, and found out that these quantities can be easily computed relying
on the analytically tractable posterior mean and covariance functions of the field. However,
further notions of expectation and variability appear intractable, which motivates Monte Carlo
estimators relying on Gaussian field conditional simulations. In the present work we mainly
deal with the optimal choice of simulation points, and we propose Monte Carlo estimates of non-
linear functionals of the field (including various kinds of expectations and variability indices)
obtained through enhanced approximations of field and set realizations.

Keywords. Set estimation, Conditional simulations, Vorob’ev deviation, Optimal design
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Abstract. We focus on the problem of estimating the excursion set of a function above a given
threshold under a limited evaluation budget. We adopt a Bayesian approach where the objective
function is assumed to be a realization of some random field, typically assumed Gaussian, with
mean and covariance functions known up to some parameters. In this setting, the posterior
distribution on the objective function gives rise to a posterior distribution of excursion sets. In
practice, estimates of the set of interest but also of the associated uncertainty can be derived from
such posterior distribution. As notions of expectation and variability are not straightforward to
define for random sets, several approaches have been proposed (Molchanov, 2005). In Chevalier
et al. (2013), we considered the Vorob’ev expectation and deviation of an excursion set under a
Gaussian random field prior, and found out that these quantities can be easily computed relying
on the analytically tractable posterior mean and covariance functions of the field. However,
further notions of expectation and variability appear intractable, which motivates Monte Carlo
estimators relying on Gaussian field conditional simulations. In the present work we mainly
deal with the optimal choice of simulation points, and we propose Monte Carlo estimates of non-
linear functionals of the field (including various kinds of expectations and variability indices)
obtained through enhanced approximations of field and set realizations.

Keywords. Set estimation, Conditional simulations, Vorob’ev deviation, Optimal design
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Abstract. Shape analysis plays a very important role in many fields of research. A key
matter in shape analysis is shape variability. For instance, the analysis of shape variability of
anatomical structures is of great importance in many clinical disciplines. Usually, abnormality
in shape is often related to disorders. In this communication we propose some criteria to
compare shape variability of image-valued mappings. Such critera involve some concepts of
classical geometry like the curvature of a special parameterization of bidimensional closed curves
or the radial mapping of star-shaped sets. Applications of the methods are illustrated.

Keywords. Bidimensional closed curve; Radial function; Shape analysis; Stochastic order.
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Estimation of Varying Coefficient Models with Randomly

Censored Data

I. Van Keilegom1,∗, S. J. Yang1, A. El Ghouch1 and C. Heuchenne1,2
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∗Corresponding author

Abstract. The varying coefficient model is a useful alternative to the classical linear model,
since the former model is much richer and more flexible than the latter. We propose estima-
tors of the coefficient functions for the varying coefficient model in the case where different
coefficient functions depend on different covariates and the response is subject to random right
censoring. Since our model has an additive structure and requires multivariate smoothing we
employ a smooth backfitting technique, that is known to be an effective way to avoid ‘the curse
of dimensionality’ in structured nonparametric models. The estimators are based on synthetic
data obtained by an unbiased transformation. The asymptotic normality of the estimators is
established and a simulation study illustrates the reliability of our estimators.

Keywords. Smooth backfitting; Unbiased transformation; Random right censoring; Local poly-
nomial smoothing, Curse of dimensionality.

Characterizing the association between disease onset and
survival under cross-sectional sampling
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3 Department of Biostatistics, Johns Hopkins University; dscharf@jhsph.edu
4 Department of Mathematics and Statistics, McGill University; masoud@math.mcgill.ca

∗Corresponding author

Abstract. Common measures of association between random variables usually quantify de-
parture from independence. Such measures often fail to provide a useful interpretation when
the variables are successive durations with a constrained sum, such as age at disease onset and
residual lifetime from onset, whose relationship we study in this work. To provide a more nat-
ural description of the association between disease onset and survival, we construct and study
an accelerated residual lifetime model. We then consider estimation of parameters based on this
model using survival data obtained through a cross-sectional survey with follow-up. This design
is often employed to study the natural history of a disease, and yields systematically biased data
with loss to follow-up. A first consistent estimator is presented, though because of its reliance
on smoothing techniques it fails to have regular asymptotic behaviour. As an alternative, using
the framework of targeted maximum likelihood estimation, we construct a modification of our
estimator that not only retains consistency but also follows standard distributional limit the-
ory. Confidence intervals can thus be readily constructed. Using data from the Canadian Study
of Health and Aging, our methodology is used to infer about aspects of the natural history of
dementia in the Canadian elderly population.

Keywords. Disease onset; Residual lifetime; Cross-sectional sampling; Targeted maximum
likelihood estimation.
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Abstract. Common measures of association between random variables usually quantify de-
parture from independence. Such measures often fail to provide a useful interpretation when
the variables are successive durations with a constrained sum, such as age at disease onset and
residual lifetime from onset, whose relationship we study in this work. To provide a more nat-
ural description of the association between disease onset and survival, we construct and study
an accelerated residual lifetime model. We then consider estimation of parameters based on this
model using survival data obtained through a cross-sectional survey with follow-up. This design
is often employed to study the natural history of a disease, and yields systematically biased data
with loss to follow-up. A first consistent estimator is presented, though because of its reliance
on smoothing techniques it fails to have regular asymptotic behaviour. As an alternative, using
the framework of targeted maximum likelihood estimation, we construct a modification of our
estimator that not only retains consistency but also follows standard distributional limit the-
ory. Confidence intervals can thus be readily constructed. Using data from the Canadian Study
of Health and Aging, our methodology is used to infer about aspects of the natural history of
dementia in the Canadian elderly population.

Keywords. Disease onset; Residual lifetime; Cross-sectional sampling; Targeted maximum
likelihood estimation.
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A Covariate Adjusted Mann-Whitney Test for Comparing Two
Sojourn Times Under Right Censoring

Somnath. Datta1,∗

1 somnath.datta@louisville.edu
∗Corresponding author

Abstract. We develop a Mann-Whitney type test statistic based on the residuals from an accel-
erated failure time model fitted to two groups of sojourn times with a common set of covariates.
This covariate adjusted test statistics handles right censoring via the inverse probability of cen-
soring weights. This weights were devised to improve efficiency in the sense that certain pairs
where at least one state entry time is uncensored could be compared. Extensive simulation stud-
ies were undertaken to evaluate the performance of this test. A real data illustration of our
methodology is also provided.

Keywords. AFT Model; Waiting Times; Gap Times; Two Sample Test; Wilcoxon Test

Robust testing of CAPM portfolio betas
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∗Corresponding author

Abstract. Capital assets pricing model (CAPM) represents a multivariate regression model
with time varying parameters that measure risk of assets with respect to the market (portfo-
lio betas). For testing stability (constancy) of portfolio betas we propose a sequential robust
multivariate procedure that is based on M-estimators and partial weighted sums of M-residuals.
Assuming weak dependency of both regressors and errors we study asymptotic properties of
the test statistic under the null hypothesis of no change in the portfolio betas as well as un-
der local alternatives. The asymptotic results are further extended to the CAPM model with
high-frequency observations (functional CAPM). The theoretical results are accompanied by a
simulation study that compares the proposed procedures with those based on the ordinary least-
squares estimates. An application to a real data set is also presented.

Keywords. Robust monitoring; M-estimator; Portfolio beta; Change-point; Invariance prin-
ciple
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Tests for Structural Changes in Time Series of Counts

Š. Hudecová 1, M. Hušková1, and S. Meintanis2∗
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2 National and Kapodistrian University of Athens; simosmei@econ.uoa.gr
∗Corresponding author

Abstract. We propose methods for detecting structural changes in time series with discrete
observations. The detector statistics come in familiar L2-type formulations incorporating the
empirical probability generating function. Special emphasis is given to the popular models of
integer autoregression (INAR) and Poisson autoregression (PAR). For both models we study
structural changes due to a change in distribution, as well as the classical problem of parameter
change. The asymptotic properties of the proposed test statistics are studied under the null
hypothesis as well as under alternatives. A Monte Carlo power study on bootstrap versions of
the new methods is also included along with real data examples.

Keywords. INAR model; Poisson autoregression; Change-point test; Empirical probability
generating function; Binomial thinning.
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Change-point tests for martingale difference hypothesis

Z.Hlávka 1, M. Hušková1,∗ C. Kirch2 and S. Meintanis3
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∗Corresponding author

Abstract. We will present testing procedures which detect if the observed time series is a
martingale difference sequence. Furthermore, tests detection of change-points in the conditional
expectation of the series given its past. The test statistics are formulated following the approach
of Fourier-type conditional expectations first proposed by Bierens (1982) and have the advantage
of computational simplicity. The limit behavior of the test statistics is investigated under the
null hypothesis as well as under alternatives. A bootstrap procedure is proposed in order to
get approximations for critical values. The performance of the bootstrap version of the test is
compared in finite samples with other methods for the same problem. A real-data application
is also included.

Keywords. Martingale difference hypothesis; Change-point test; Bootstrap test; Empirical
characteristic function.
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High Dimensional ODEs Coupled with Mixed-effects Modeling
Techniques for Gene Regulatory Network Identification

Hua Liang

Department of Statistics, George Washington University, 801 22nd St. NW, Washington, D.C. 20052,
hliang@gwu.edu

Abstract. Gene regulation network (GRN) is a complicated biological system. The understand-
ing of the GRN system is essential to uncover the mystery of biological life. It is challenging
to construct and identify GRN based on high-throughput time course microarray data. In this
paper, we employ high-dimensional ordinary differential equation models (ODE) to describe
the dynamic GRN. A complete procedure with five steps is proposed to construct the GRN
and identify the significant gene-gene interactions from time course microarray data: 1) Use a
mixed-effects nonparametric model with random effects following a mixture normal distribution
to cluster genes into functional modules. 2) Apply a standard mixed-effects nonparametric s-
moothing approach to each of the functional modules (clusters) to estimate the population mean
curves and their derivatives for each functional module. 3) Construct an ODE system to con-
nect all functional modules and formulate a regression model by plugging the estimates of the
mean curves and their derivatives for each functional module from the previous step into the
ODE models. Then apply the smoothly clipped absolute deviation (SCAD) technique to identify
significant connections in the ODE system. 4) Apply the stochastic approximation EM (SAEM)
technique to update the parameter estimates for the selected ODE system from the previous step.
5) Employ the Gene Ontology (GO) for function enrichment analysis to understand and in-
terpret the established GRN. We apply this five-step procedure to time course microarray data
from a yeast cell cycle study and construct the GRN for yeast cell cycle related modules.

Keywords. Differential equations; SAEM; time course microarray data; Two-stage method;
Yeast cell cycles.

A Flexible Semiparametric Forecasting Model for Time Series
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∗The presenter

Abstract. We consider approximating a multivariate regression function by an affine combi-
nation of one-dimensional conditional component regression functions. The weight parameters
involved in the approximation are estimated by least squares on the first-stage nonparametric
kernel estimates. We establish asymptotic normality for the estimated weights and the regression
function in two cases: the number of the covariates is finite, and the number of the covariates
is diverging. As the observations are assumed to be stationary and near epoch dependent, the
approach in this paper is applicable to both the estimation and forecasting issues in time se-
ries analysis. Furthermore, the methods and results are augmented by a simulation study and
illustrated by applications in the analysis of the Australian annual mean temperature anomaly
series and forecasting the high frequency volatility of the FTSE100 index.

Keywords. Forecasting, Marginal regression, Model averaging, Nadaraya-Watson Kernel es-
timation, Near epoch dependence, Semiparametric estimation.
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Abstract. We consider approximating a multivariate regression function by an affine combi-
nation of one-dimensional conditional component regression functions. The weight parameters
involved in the approximation are estimated by least squares on the first-stage nonparametric
kernel estimates. We establish asymptotic normality for the estimated weights and the regression
function in two cases: the number of the covariates is finite, and the number of the covariates
is diverging. As the observations are assumed to be stationary and near epoch dependent, the
approach in this paper is applicable to both the estimation and forecasting issues in time se-
ries analysis. Furthermore, the methods and results are augmented by a simulation study and
illustrated by applications in the analysis of the Australian annual mean temperature anomaly
series and forecasting the high frequency volatility of the FTSE100 index.

Keywords. Forecasting, Marginal regression, Model averaging, Nadaraya-Watson Kernel es-
timation, Near epoch dependence, Semiparametric estimation.

Semiparametric GEE Analysis in Partially Linear Single-Index
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Abstract. In this article, we study a partially linear single-index model for longitudinal data
under a general framework which includes both the sparse and dense longitudinal data cases. A
semiparametric estimation method based on the combination of the local linear smoothing and
generalized estimation equations (GEE) is introduced to estimate the two parameter vectors
as well as the unknown link function. Under some mild conditions, we derive the asymptotic
properties of the proposed parametric and nonparametric estimators in different scenarios, from
which we find that the convergence rates and asymptotic variances of the proposed estimators
for sparse longitudinal data would be substantially different from those for dense longitudinal
data. We also discuss the estimation of the covariance (or weight) matrices involved in the
semiparametric GEE method. Furthermore, we provide some numerical studies to illustrate
our methodology and theory.

Keywords. GEE; local linear smoothing; longitudinal data; semiparametric estimation; single-
index models.

2.89

Semiparametric GEE analysis in parially linear single-index 
models for longitudinal data



123

Separation of Amplitude and Phase Variation in Point
Processes

Victor M. Panaretos1,∗
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Abstract. The amplitude variation of a real random field {X(t)} consists in its random
oscillations in the y-axis, typically encapsulated by its (co)variation around a mean level. In
contrast, phase variation refers to fluctuations in the x-axis, often caused by random time
changes or spatial deformations. We consider the problem of identifiably formalising similar
notions for (potentially spatial) point processes, and of nonparametrically separating them based
on realisations of iid copies of the phase-varying point process. The key element of our approach
is the use of the theory of optimal transportation of measure, which is proven to allow the
consistent separation of the two types of variation for point processes over Euclidean domains.
(Based on joint work with Y. Zemel, EPFL).

Keywords. Fréchet mean; Monge-Kantorovich Problem; Warping.
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A deformation model for empirical distributions with
Wasserstein’s distance

Jean-Michel Loubes1
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Abstract. We tackle the problem of comparing distributions of random variables and defining
a mean pattern between a sample of random events. Using barycenters of measures in the
Wasserstein space, we propose an iterative version as an estimation of the mean distribution.
Moreover, when the distributions are a common measure warped by a centered random operator,
then the barycenter enables to recover this distribution template.We provide also a goodness of
fit procedure to check the deformation model.

Keywords. Deformation model, Wasserstein’s distance

The statistician is often confronted to different sets of data following a common pattern
but with some variations or deformations between them. This situation arises naturally when
studying different sample of a population presenting a mean behavior but also a variability
between all the sample. For instance, in biology, the statistician is confronted to the problem of
estimating a distribution to model a property while he only has access to individual realizations
of warped random variables.

To this aim, we will consider a mean behavior defined as the barycenter of the empirical
distributions with respect to the Wasserstein measure defined as

Wp (P1, P2) =

(

inf
π∈Π

∫

X×X
dp(x, y)dπ(x, y)

)1/p

. (1)

We consider a deformation model with deterministic function of deformations. That is to
say, we consider that we observe n i.i.d random variables Xij with distribution the same as

Xj = ϕj (εj) 1 � j � J (2)

where ϕj are deterministic functions, and (εj)1�j�J independent random variables of common
unknown distribution µ�.
To make inference on µ�, we propose a semi-parametric model for the warping functions

ϕj = ϕθ�j
.

Hence, considering the model
Xj = ϕθ�j

(εj) 1 � j � J (3)
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Abstract. We tackle the problem of comparing distributions of random variables and defining
a mean pattern between a sample of random events. Using barycenters of measures in the
Wasserstein space, we propose an iterative version as an estimation of the mean distribution.
Moreover, when the distributions are a common measure warped by a centered random operator,
then the barycenter enables to recover this distribution template.We provide also a goodness of
fit procedure to check the deformation model.

Keywords. Deformation model, Wasserstein’s distance

The statistician is often confronted to different sets of data following a common pattern
but with some variations or deformations between them. This situation arises naturally when
studying different sample of a population presenting a mean behavior but also a variability
between all the sample. For instance, in biology, the statistician is confronted to the problem of
estimating a distribution to model a property while he only has access to individual realizations
of warped random variables.

To this aim, we will consider a mean behavior defined as the barycenter of the empirical
distributions with respect to the Wasserstein measure defined as

Wp (P1, P2) =

(

inf
π∈Π

∫

X×X
dp(x, y)dπ(x, y)

)1/p

. (1)

We consider a deformation model with deterministic function of deformations. That is to
say, we consider that we observe n i.i.d random variables Xij with distribution the same as

Xj = ϕj (εj) 1 � j � J (2)

where ϕj are deterministic functions, and (εj)1�j�J independent random variables of common
unknown distribution µ�.
To make inference on µ�, we propose a semi-parametric model for the warping functions

ϕj = ϕθ�j
.

Hence, considering the model
Xj = ϕθ�j

(εj) 1 � j � J (3)

1 2,∗ 1

1

2

∗

l2

2.92



125

1

1

k
n

n− k

1

1

2.93

3.01

Confidence sets based on thresholding estimators in 
high-dimensional gaussian regression

OODA, visualization, backwards PCA & HDLSS asymptotics



126

1

1

1,∗ 1,2 1

1

2

∗

3.02

3.03



127

1,∗ 1,2 1

1

2

∗

Diagnostic Tests for the Location-Shift Assumption
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Abstract. The Wilcoxon rank-sum test is often considered as the nonparametric version of the
t-test for comparing means. However, the hypotheses of the Wilcoxon test can only be expressed
in terms of means under restrictive distributional assumptions. The most common assumption
demands that the distributions of the two populations belong to a location-shift family, i.e.
the distributions agree in shape except for a location shift. We present tests for testing the
location-shift assumption. A first test is based on the Wasserstein distance between the two
empirical quantile functions. A second class of tests is based on the set of semiparametric
efficient score statistics. In an empirical power study we compare the tests. Finally, we present
some meaningful graphical diagnostic tools for assessing the location-shift assumption.

Keywords. Rank tests, goodness-of-fit
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On Robust Multivariate Kaplan Meier Estimator
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Abstract. For censored data, Kaplan Meier Estimator has widely been used to estimate survival
function. In this article, we extend the univariate Kaplan Meier Estimator based on the product
integral representation into multivariate setup. Some properties and the performance of the
estimator have been extensively investigated on different simulated and real data related to
medical sciences. In addition, we also propose a modified version of the estimator, which is
robust against the outliers.

Keywords. Kaplan Meier Estimator; Multivariate Censored Data; Product Integral Represen-
tation; Robustness
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Choosing smoothing parameters in a kernel estimation of
a multivariate regression function
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Abstract. Kernel estimation of a regression function is a useful technique in exploratory data
analysis. The crucial factor which influences the quality of the kernel estimation is a smoothing
parameter. The present paper is devoted to the extension of the univariate kernel regression
estimation to the multivariate setting. However, this extension is not without its problems.
The kernel estimation of the d-variate regression function requires the specification of entries
of a d × d positive definite matrix of smoothing parameters. We aim to develop a method for
choosing smoothing parameters which is based on a property of the asymptotic integrated square
error of this estimation and its suitable approximation. The analysis of statistical properties
of the proposed method confirms its rationality. A simulation study compares the least squares
cross-validation method and the proposed method.

Keywords. Regression Function; Multivariate Kernel; Smoothing Parameters Selection.
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Abstract. Kernel estimation of a regression function is a useful technique in exploratory data
analysis. The crucial factor which influences the quality of the kernel estimation is a smoothing
parameter. The present paper is devoted to the extension of the univariate kernel regression
estimation to the multivariate setting. However, this extension is not without its problems.
The kernel estimation of the d-variate regression function requires the specification of entries
of a d × d positive definite matrix of smoothing parameters. We aim to develop a method for
choosing smoothing parameters which is based on a property of the asymptotic integrated square
error of this estimation and its suitable approximation. The analysis of statistical properties
of the proposed method confirms its rationality. A simulation study compares the least squares
cross-validation method and the proposed method.

Keywords. Regression Function; Multivariate Kernel; Smoothing Parameters Selection.
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Nonparametric kernel density estimation for grouped data
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Abstract. Grouped data appear when the event of interest cannot be directly observed and it
is only known to have occurred within an interval. In this framework, a nonparametric kernel
density estimator, based on the Parzen-Rosenblatt approach (Parzen, 1962; Rosenblatt, 1956), is
proposed and studied. Following up on the papers of Hall (1982) and Scott and Sheather (1985),
we analyze the effect of using non equally-spaced grouped data in our estimator. Under usual
assumptions about the density function, bandwidth and kernel function, as well as additional
assumptions on the interval partition, asymptotic bias and variance are derived and a plug-in
bandwidth selector is proposed. Through a comprehensive simulation study we show the behavior
of both the estimator and its bandwidth selector under different scenarios of data grouping. An
application to real data confirms the simulation results, showing the good performance of the
estimator whenever data are not heavily grouped.

Keywords. Kernel density estimation; Non equally-spaced grouped data; Plug-in bandwidth
selector.
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Family-Wise Separation Rates for Multiple Testing
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Abstract. Noting that aggregation-based adaptive tests of a single null hypothesis can be viewed
as tests of multiple hypotheses, we here investigate the parallel that can be drawn between
these tests. From this parallel, we aim at proposing a new second kind error-related tool to
evaluate multiple testing procedures. Aggregation-based adaptive tests were proposed for instance
by Baraud (2002), Baraud, Huet, Laurent (2003), or Fromont, Laurent (2006). They were
evaluated on the one hand through their first kind error rate, which achieves the exact desired
level, and on the other hand through their separation rates over various classes of alternatives,
which were proved to be of the same order as the corresponding adaptive minimax separation
rates. We show that these tests amount to particular step-down procedures, so they can also be
evaluated from the multiple testing point of view, through a control of the Family-Wise Error
Rate. Conversely, several multiple tests, such as Holm (1979)’s or Romano, Wolf (2005)’s
procedures, may be studied from the aggregation-based testing point of view. More precisely,
we propose to extend the notion of separation rate to multiple tests. We thus define the weak
Family-Wise Separation Rate and its stronger counterpart, the Family-Wise Separation Rate
(FWSR). We derive general properties, which in particular allow us to control the FWSRs of
some multiple testing procedures in classical cases, and to prove that they are optimal in a
minimax sense.

Keywords. Multiple testing; Family-Wise Error Rate; Step-down procedure; Adaptive test;
Minimax separation rate
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Abstract. Noting that aggregation-based adaptive tests of a single null hypothesis can be viewed
as tests of multiple hypotheses, we here investigate the parallel that can be drawn between
these tests. From this parallel, we aim at proposing a new second kind error-related tool to
evaluate multiple testing procedures. Aggregation-based adaptive tests were proposed for instance
by Baraud (2002), Baraud, Huet, Laurent (2003), or Fromont, Laurent (2006). They were
evaluated on the one hand through their first kind error rate, which achieves the exact desired
level, and on the other hand through their separation rates over various classes of alternatives,
which were proved to be of the same order as the corresponding adaptive minimax separation
rates. We show that these tests amount to particular step-down procedures, so they can also be
evaluated from the multiple testing point of view, through a control of the Family-Wise Error
Rate. Conversely, several multiple tests, such as Holm (1979)’s or Romano, Wolf (2005)’s
procedures, may be studied from the aggregation-based testing point of view. More precisely,
we propose to extend the notion of separation rate to multiple tests. We thus define the weak
Family-Wise Separation Rate and its stronger counterpart, the Family-Wise Separation Rate
(FWSR). We derive general properties, which in particular allow us to control the FWSRs of
some multiple testing procedures in classical cases, and to prove that they are optimal in a
minimax sense.

Keywords. Multiple testing; Family-Wise Error Rate; Step-down procedure; Adaptive test;
Minimax separation rate
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Abstract. In this work we propose a method for data integration of three data sources with
applications in early drug development. The method was developed for QSTAR (Quantitative
Structure Transcriptional Activity Relationship) analysis, which extents classical QSAR meth-
ods by including transcriptomics data (gene expressions). This new methodology was proposed
by the QSTAR consortium (www.qstar-consortium.org).
The objective is to identify genes and chemical substructures of molecules that are associated
with a bioassay outcome, which is assumed to be related to the clinical outcome of the drug
(molecule). In particular, we look for substructures that affect the bioassay through gene regula-
tion. The core of the method is a sparse singular value decomposition (Witten and Tibshirani,
2009a and 2009b), which assures the identification of only the most important genes.
We have developed a nonparametric method for controlling the false discovery rate (FDR) for
the detection of genes and chemical substructures within this data integration method. The
method inherits several properties of principal component analysis and the nonparametric SAM
method (Tusher et al., 2001).
The method is empirically evaluated in a simulation study and it is illustrated on a real dataset.

Keywords. False discovery rate (FDR), Genomics, Multivariate method, Sparse singular value
decomposition
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Abstract. In this work we propose a method for data integration of three data sources with
applications in early drug development. The method was developed for QSTAR (Quantitative
Structure Transcriptional Activity Relationship) analysis, which extents classical QSAR meth-
ods by including transcriptomics data (gene expressions). This new methodology was proposed
by the QSTAR consortium (www.qstar-consortium.org).
The objective is to identify genes and chemical substructures of molecules that are associated
with a bioassay outcome, which is assumed to be related to the clinical outcome of the drug
(molecule). In particular, we look for substructures that affect the bioassay through gene regula-
tion. The core of the method is a sparse singular value decomposition (Witten and Tibshirani,
2009a and 2009b), which assures the identification of only the most important genes.
We have developed a nonparametric method for controlling the false discovery rate (FDR) for
the detection of genes and chemical substructures within this data integration method. The
method inherits several properties of principal component analysis and the nonparametric SAM
method (Tusher et al., 2001).
The method is empirically evaluated in a simulation study and it is illustrated on a real dataset.

Keywords. False discovery rate (FDR), Genomics, Multivariate method, Sparse singular value
decomposition
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A comparative study of statistical functional depths

Alicia Nieto-Reyes1

1 Departamento de Matemáticas, Estadística y Computación. Universidad de Cantabria; ali-
cia.nieto@unican.es

Abstract. This talk presents a comparative study among the existing functional depths, tak-
ing into account that different definitions of depth have different aims. This comparison pays
special attention to the properties satisfied by those depths, theoretical properties as well as em-
pirical. Functional depths have appeared as an extension to the continuum of multidimensional
depth functions. As a consequence, the aim has been to satisfy the established properties of
multidimensional depth, which do not take into account the special nature of functional data.
Here, it will be described until what extend the existing functional depths do take into account
the functional characteristic of the data.

Keywords. Depth properties; Functional data analysis; Functional depth; Multivariate data
analysis; Statistical data depth.
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A comparative study of statistical functional depths

Alicia Nieto-Reyes1

1 Departamento de Matemáticas, Estadística y Computación. Universidad de Cantabria; ali-
cia.nieto@unican.es

Abstract. This talk presents a comparative study among the existing functional depths, tak-
ing into account that different definitions of depth have different aims. This comparison pays
special attention to the properties satisfied by those depths, theoretical properties as well as em-
pirical. Functional depths have appeared as an extension to the continuum of multidimensional
depth functions. As a consequence, the aim has been to satisfy the established properties of
multidimensional depth, which do not take into account the special nature of functional data.
Here, it will be described until what extend the existing functional depths do take into account
the functional characteristic of the data.

Keywords. Depth properties; Functional data analysis; Functional depth; Multivariate data
analysis; Statistical data depth.

Expectile trimming

I. Cascos1

1 Department of Statistics, Universidad Carlos III de Madrid; ignacio.cascos@uc3m.es

Abstract. Expectiles were defined by Newey and Powell (1987) as the solution to a mini-
mization problem arising in the context of linear regression. They were so named because they
resemble some similarities with the quantiles of a random variable. Inspired by Tukey (1975)
who used the quantiles of the univariate projections of a bivariate data cloud to produce a fam-
ily of central (depth-trimmed) regions, Eliers (2010) suggested to use the expectiles to build the
expectile regions of a multivariate data set. Tukey’s central regions inspired the definition of
the most popular depth function, the so-called halfspace depth, while the expectile regions can
be used to introduce the expectile depth.
We show how to compute efficiently the expectile contours of a bivariate data cloud and also
the expectile depth of a given point with respect to a bivariate sample.

Keywords. Depth function; Depth-trimmed region; Expectile.
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Nonparametric Lack-of-Fit Testing and Consistent Variable
Selection

Adriano Z. Zambom1,∗, Michael G. Akritas2
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∗Corresponding author

Abstract. Let X be a d dimensional vector of covariates and Y be the response variable.
Under the nonparametric model Y = m(X) + σ(X)ε we develop an ANOVA-type test for the
null hypothesis that a particular coordinate of X has no influence on the regression function.
The asymptotic distribution of the test statistic, using residuals based on local polynomial re-
gression, is established under the null hypothesis and local alternatives. Simulations suggest
that the test outperforms existing procedures in heteroscedastic settings. Using p-values from
this test, a variable selection method based on False Discovery Rate corrections is proposed,
and proved to be consistent in estimating the set of indices corresponding to the significant co-
variates. Simulations suggest that, under a sparse model, dimension reduction techniques can
help avoid the curse of dimensionality. A backward elimination version of this procedure, called
BEAMS (Backward Elimination ANOVA-type Model Selection), performs competitively against
well established procedures in linear regression settings, and outperforms them in nonparametric
settings. A real data set is analyzed.

Keywords. Backward elimination; dimension reduction; model checking; multiple testing;
nonparametric regression.
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On consistency of the least squares estimators in linear
errors-in-variables models with infinite variance errors

Yu.V. Martsynyuk1
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Canada; Yuliya.Martsynyuk@UManitoba.CA

Abstract. We deal simultaneously with linear structural and functional errors-in-variables
models (SEIVM and FEIVM), revisiting in this context the ordinary least squares estimators
(LSE) for the slope and intercept of the corresponding simple linear regression. It has been
known that, subject to some model conditions, these estimators become weakly and strongly
consistent in the linear SEIVM and FEIVM with the measurement errors having finite variances
when the explanatory variables have an infinite variance in the SEIVM, and a similar infinite
spread in the FEIVM, while otherwise, the LSE’s require an adjustment for consistency with the
so-called reliability ratio. We prove weak and strong consistency, with and without the possible
rates of convergence being determined, for the LSE’s of the slope and intecept, assuming that
the measurement errors are in the domain of attraction of the normal law (DAN) and thus
are, for the first time, allowed to have infinite variances. Moreover, these results are obtained
under the conditions that the explanatory variables are in DAN, have an infinite variance, and
dominate the measurement errors in terms of variation in the SEIVM, and under appropriately
matching versions of these conditions in the FEIVM. This duality extends a previously known
interplay between SEIVM’s and FEIVM’s.

Keywords. Linear structural and functional errors-in-variables models; Least squares estima-
tors; Reliability ratio; Domain of attraction of the normal law; Weak and strong consistency.
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On consistency of the least squares estimators in linear
errors-in-variables models with infinite variance errors

Yu.V. Martsynyuk1

1 Department of Statistics, University of Manitoba, 338 Machray Hall, Winnipeg, MB R3T 2N2,
Canada; Yuliya.Martsynyuk@UManitoba.CA

Abstract. We deal simultaneously with linear structural and functional errors-in-variables
models (SEIVM and FEIVM), revisiting in this context the ordinary least squares estimators
(LSE) for the slope and intercept of the corresponding simple linear regression. It has been
known that, subject to some model conditions, these estimators become weakly and strongly
consistent in the linear SEIVM and FEIVM with the measurement errors having finite variances
when the explanatory variables have an infinite variance in the SEIVM, and a similar infinite
spread in the FEIVM, while otherwise, the LSE’s require an adjustment for consistency with the
so-called reliability ratio. We prove weak and strong consistency, with and without the possible
rates of convergence being determined, for the LSE’s of the slope and intecept, assuming that
the measurement errors are in the domain of attraction of the normal law (DAN) and thus
are, for the first time, allowed to have infinite variances. Moreover, these results are obtained
under the conditions that the explanatory variables are in DAN, have an infinite variance, and
dominate the measurement errors in terms of variation in the SEIVM, and under appropriately
matching versions of these conditions in the FEIVM. This duality extends a previously known
interplay between SEIVM’s and FEIVM’s.

Keywords. Linear structural and functional errors-in-variables models; Least squares estima-
tors; Reliability ratio; Domain of attraction of the normal law; Weak and strong consistency.
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Bayesian nonparametric estimation of finite population
quantities in absence of design information on nonsampled

units

Sahar Z Zangeneh1,∗, Robert W Keener 2 and Roderick J.A. Little3

1 Vaccine and Infectious Disease Division, Fred Hutchinson Cancer Research Center; saharzz@fhcrc.org
2 Department of Statistics, University of Michigan; keener@umich.edu
3 Department of Biotatistics, University of Michigan; rlittle@umich.edu
∗ Corresponding author

Abstract. In Probability proportional to size (PPS) sampling, the sizes for nonsampled units
are not required for the usual Horvitz-Thompson or Hajek estimates, and this information
is rarely included in public use data files. Previous studies have shown that incorporating
information on the sizes of the nonsampled units through semiparamteric models can result
in improved estimates. When the design variables that govern the selection mechanism, are
missing, the sample design becomes informative and predictions need to be adjusted for the
effect of selection. We present a general framework using Bayesian nonparametric mixture
modeling with Dirichlet process priors for imputing the nonsampled size variables, when such
information is not available to the statistician analyzing the data. The method is applied on a
data sets from the Swedish municipalities.

Keywords. Bayesian nonparametric modeling; Mixture models; Dirichlet process priors; Prob-
ability proportional to size sampling.
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A goodness–of–fit test for parametric models with
directional predictors

E. García–Portugués1,∗, I. Van Keilegom2, R. M. Crujeiras1 and W. González–Manteiga1

1 University of Santiago de Compostela; eduardo.garcia@usc.es, rosa.crujeiras@usc.es,
wenceslao.gonzalez@usc.es
2 Université catholique de Louvain; ingrid.vankeilegom@uclouvain.be
∗Corresponding author

Abstract. A new test for assessing if the regression function of a linear variable on a directional
predictor (circular, spherical or q–spherical, q ≥ 3) belongs to a certain parametric family is
proposed in this work. The test is based on kernel smoothing and confronts the parametric
hypothesis against a nonparametric alternative. The squared distance between the smoothed
parametric estimate and a new proposal of the local linear estimator for the regression function,
adapted to deal with a directional predictor, is used as test statistic. The asymptotic distribution
of the test is obtained, under simple and composite null hypotheses, and also for a family of
local alternatives. A consistent resampling procedure for the practical calibration of the test is
also provided. The performance of the method is illustrated in a simulation study. Finally, the
test is applied to analyse several real datasets.

Keywords. Directional data; Goodness–of–fit; Local linear regression; Nonparametric testing.

New goodness-of-fit diagnostics for conditional discrete
response models

I. Kheifets1,∗, C. Velasco2

1 New Economic School, Moscow; ikheifets@nes.ru,
2 Universidad Carlos III de Madrid; carlos.velasco@uc3m.es
∗Corresponding author

Abstract. This paper proposes new specification tests for conditional models with discrete re-
sponses. In particular, we can test the static and dynamic ordered choice model specifications,
which is key to apply efficient maximum likelihood methods, to obtain consistent estimates of
partial effects and to get appropriate predictions of the probability of future events. The tra-
ditional approach is based on probability integral transforms of a jittered discrete data which
leads to continuous uniform iid series under the true conditional distribution. Then, standard
specification testing techniques could be applied to the transformed series, but the extra ran-
domness from jitters affects the power properties of these methods. We investigate in this paper
an alternative transformation based only on original discrete data. We analyze the asymptotic
properties of goodness-of-fit tests based on this new transformation and explore the properties
in finite samples of a bootstrap algorithm to approximate the critical values of test statistics
which are model and parameter dependent. We show analytically and in simulations that our
approach dominates the traditional approach in terms of power. We apply the new tests to
models of the monetary policy conducted by the Federal Reserve.

Keywords. Specification tests; Dynamic discrete choice models; Conditional probability inte-
gral transform
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Abstract. This paper proposes new specification tests for conditional models with discrete re-
sponses. In particular, we can test the static and dynamic ordered choice model specifications,
which is key to apply efficient maximum likelihood methods, to obtain consistent estimates of
partial effects and to get appropriate predictions of the probability of future events. The tra-
ditional approach is based on probability integral transforms of a jittered discrete data which
leads to continuous uniform iid series under the true conditional distribution. Then, standard
specification testing techniques could be applied to the transformed series, but the extra ran-
domness from jitters affects the power properties of these methods. We investigate in this paper
an alternative transformation based only on original discrete data. We analyze the asymptotic
properties of goodness-of-fit tests based on this new transformation and explore the properties
in finite samples of a bootstrap algorithm to approximate the critical values of test statistics
which are model and parameter dependent. We show analytically and in simulations that our
approach dominates the traditional approach in terms of power. We apply the new tests to
models of the monetary policy conducted by the Federal Reserve.

Keywords. Specification tests; Dynamic discrete choice models; Conditional probability inte-
gral transform

Goodness-of-fit tests in semiparametric transformation models

B. Colling1,∗, I. Van Keilegom1

1 Institut de statistique, biostatistique et sciences actuarielles, Université catholique de Louvain,
Voie du Roman Pays 20, B 1348 Louvain-la-Neuve, Belgium; benjamin.colling@uclouvain.be, in-
grid.vankeilegom@uclouvain.be
∗Corresponding author

Abstract. Consider a semiparametric transformation model of the form Λθ(Y ) = m(X) + ε,
where Y is a univariate dependent variable, X is a d-dimensional covariate, and ε is indepen-
dent of X and has mean zero. We assume that {Λθ : θ ∈ Θ} is a parametric family of strictly
increasing functions, while m is the unknown regression function. We use a profile likelihood
estimator for the parameter θ and a semiparametric kernel estimator for m, and develop a test
for the parametric form of the regression function m. The two test statistics that we propose
are a Kolmogorov-Smirnov and a Cramér-von Mises type statistics, where the basic idea is to
compare the distribution function of ε estimated in a semiparametric way to the distribution
function of ε estimated under the null hypothesis. The limiting distributions of these two test
statistics are established under the null hypothesis and under a local alternative. We use a boot-
strap procedure to approximate the critical values of the test statistics under the null hypothesis.
Finally, a simulation study is carried out to illustrate the performance of our testing procedure
and an analysis of a real data set is presented.

Keywords. Goodness-of-fit; Kernel smoothing; Profile likelihood; Semiparametric regression;
Transformation model.
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Abstract. Consider a semiparametric transformation model of the form Λθ(Y ) = m(X) + ε,
where Y is a univariate dependent variable, X is a d-dimensional covariate, and ε is indepen-
dent of X and has mean zero. We assume that {Λθ : θ ∈ Θ} is a parametric family of strictly
increasing functions, while m is the unknown regression function. We use a profile likelihood
estimator for the parameter θ and a semiparametric kernel estimator for m, and develop a test
for the parametric form of the regression function m. The two test statistics that we propose
are a Kolmogorov-Smirnov and a Cramér-von Mises type statistics, where the basic idea is to
compare the distribution function of ε estimated in a semiparametric way to the distribution
function of ε estimated under the null hypothesis. The limiting distributions of these two test
statistics are established under the null hypothesis and under a local alternative. We use a boot-
strap procedure to approximate the critical values of the test statistics under the null hypothesis.
Finally, a simulation study is carried out to illustrate the performance of our testing procedure
and an analysis of a real data set is presented.

Keywords. Goodness-of-fit; Kernel smoothing; Profile likelihood; Semiparametric regression;
Transformation model.
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Quantile estimation in varying coefficient models and
non-crossingness of conditional quantile curves

Y. Andriyana1,∗, I. Gijbels1 and A. Verhasselt2
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Abstract. A (unconditional) quantile function is an increasing function in its argument, say
p. In real applications, the impact of explanatory variables on a variable of interest, leads
to the study of conditional quantile functions. For a given value of p, a conditional quantile
function is thus a function of a covariate (or several covariates). In practice, the conditional
quantile functions are estimated, from data, for various fixed values p, i.e. we estimate the
conditional median function, but also the conditional first and third quartile function. These
conditional quantile functions are helpful to further describe/predict the impact of covariates
on the response variable. See e.g. Koenker and Basset (1978). In Andriyana et al. (2014) we
developed procedures for estimating conditional quantile functions in varying coefficient models
(see e.g. Hastie and Tibshirani (1993)). Such flexible models can adequately describe complex
data structures. We employ P-spline estimation techniques (see e.g. Eilers and Marx (1996)).
Since the conditional quantile functions are estimated for a given set of values of p, the result-
ing estimated conditional quantile curves may cross each other (in particular for small data
sets), whereas this is not possible conceptually. In this talk, we explain how to obtain esti-
mated quantile curves that do not cross, in a varying coefficient modeling setting. We illustrate
the practical use of estimating conditional quantile curves in real data applications, involving
longitudinal data.

Keywords. Longitudinal data; Non-crossing quantile curves; P-splines; Varying coefficient
models.
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Abstract. A (unconditional) quantile function is an increasing function in its argument, say
p. In real applications, the impact of explanatory variables on a variable of interest, leads
to the study of conditional quantile functions. For a given value of p, a conditional quantile
function is thus a function of a covariate (or several covariates). In practice, the conditional
quantile functions are estimated, from data, for various fixed values p, i.e. we estimate the
conditional median function, but also the conditional first and third quartile function. These
conditional quantile functions are helpful to further describe/predict the impact of covariates
on the response variable. See e.g. Koenker and Basset (1978). In Andriyana et al. (2014) we
developed procedures for estimating conditional quantile functions in varying coefficient models
(see e.g. Hastie and Tibshirani (1993)). Such flexible models can adequately describe complex
data structures. We employ P-spline estimation techniques (see e.g. Eilers and Marx (1996)).
Since the conditional quantile functions are estimated for a given set of values of p, the result-
ing estimated conditional quantile curves may cross each other (in particular for small data
sets), whereas this is not possible conceptually. In this talk, we explain how to obtain esti-
mated quantile curves that do not cross, in a varying coefficient modeling setting. We illustrate
the practical use of estimating conditional quantile curves in real data applications, involving
longitudinal data.

Keywords. Longitudinal data; Non-crossing quantile curves; P-splines; Varying coefficient
models.
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Model-based clustering for high-dimensional regression data

E. Devijver1

1 INRIA Select, Université Paris-Sud, 91405 Orsay Cedex; emilie.devijver@math.u-psud.fr

Abstract. Finite mixture regression models are useful for modeling the relationship between re-
sponse and predictors, arising from different subpopulations. We will work with a finite mixture
regression model. In each class, the model considered is linear.
We look at high-dimensional predictors and high-dimensional response. We propose two proce-
dures to deal with this high-dimensional issue. The main idea is to construct a model collection,
varying sparsity, and refitting to have better estimations. We conclude by selecting the best
model using the slope heuristic, developped in Birgé (2007). The first procedure uses the Lasso
estimator to take into account the coefficient sparsity. This generalizes the paper of Maugis
(2012). The second one uses, furthermore, a penalty on the rank, to take into account the
matrix structure. This follows the work of Giraud (2011) in the mixture case.
The main algorithm developp for this model is an extension of the EM algorithm. From this
perspective, we generalize in the multivariate case the approach of the article of Städler (2010)
for mixture regression model.
We extend these procedures to the functional case, where predictors and responses could be
functions. For this, we use a wavelet-based approach, to consider the wavelet coefficients instead
of the discretization of the function. We will evaluate our procedures on simulated datasets to
approve each step, and illustrate on real datasets.
This work is supervized by Pascal Massart and Jean-Michel Poggi.

Keywords. Model-based clustering ; Regression ; High-dimension ; Functional data.
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Model-based clustering for high-dimensional regression data
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Abstract. Finite mixture regression models are useful for modeling the relationship between re-
sponse and predictors, arising from different subpopulations. We will work with a finite mixture
regression model. In each class, the model considered is linear.
We look at high-dimensional predictors and high-dimensional response. We propose two proce-
dures to deal with this high-dimensional issue. The main idea is to construct a model collection,
varying sparsity, and refitting to have better estimations. We conclude by selecting the best
model using the slope heuristic, developped in Birgé (2007). The first procedure uses the Lasso
estimator to take into account the coefficient sparsity. This generalizes the paper of Maugis
(2012). The second one uses, furthermore, a penalty on the rank, to take into account the
matrix structure. This follows the work of Giraud (2011) in the mixture case.
The main algorithm developp for this model is an extension of the EM algorithm. From this
perspective, we generalize in the multivariate case the approach of the article of Städler (2010)
for mixture regression model.
We extend these procedures to the functional case, where predictors and responses could be
functions. For this, we use a wavelet-based approach, to consider the wavelet coefficients instead
of the discretization of the function. We will evaluate our procedures on simulated datasets to
approve each step, and illustrate on real datasets.
This work is supervized by Pascal Massart and Jean-Michel Poggi.

Keywords. Model-based clustering ; Regression ; High-dimension ; Functional data.
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Abstract. As is well known, generalized linear models (GLM) can be considered as a stochastic
version of the classical Chain-Ladder method of claim reserving in non-life insurance. We refer,
e.g., to England (1999) and England and Verrall (2002) for a detailed description. In particular,
the deterministic Chain-Ladder model is reproduced when a GLM is fitted using overdispersed
Poisson error distribution and logarithmic link.
Our aim is to propose the use of distance-based generalized linear models (DB-GLM) in the
claim reserving problem. We refer to Boj et al. (2012) where the main characteristics of the
DB-GLM are studied. DB-GLM can be considered a generalization of the classical GLM to
the distance-based analysis. The only information required to fit these models is a predictor
distance matrix. DB-GLM can be fitted using the dbstats package for R (Boj et al., 2013).
It is important to point out that DB-GLM contains as a particular instance ordinary GLM. Then
it can be considered too as a stochastic Chain-Ladder claim reserving method. To complement
the methodology and estimate reserve distributions and standard errors we develop a bootstrap
technique adequate to the DB-GLM.
This research is part of the project: Semiparametric and distance-based methodologies with
applications in bioinformatics, finance and risk management (grant MTM2010-17323).

Keywords. Claim reserving; Generalized linear model; Bootstrap; Chain-Ladder; Distance-
based prediction.
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Abstract.
We consider the regression model

Yi = g(xi) + εi, i = 0, 1, 2..., n,

where the regression function derivative has a jump point at an unknown position θ.
We propose a nonparametric Kernel-based estimator of the jump location θ. Assume that
sup|i−j|≥k |Cov (εi, εj)| ≤ Ck−ρ for 0 < ρ ≤ 1. Under very general conditions, we prove the

(nh)
−ρ
2 convergence rate of the estimator, where h is the window of the kernel. This includes

short-range dependent as well as long-range dependent and even non-stationary errors. Finally,
we gives conditions on the windows h to obtain the best rate of convergence. The obtained rate
is known to be optimal for i.i.d. errors as well as for LRD errors

Keywords. Change-point; Kink estimation; Nonparametric regression; Rate of convergence;
Long-range dependent.
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a Single Image
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Abstract. The appearance of a scene is determined to a great extent by the illumination
conditions. The presence of illumination artifacts is obviously undesirable especially when au-
tomatic measurement from digital images is the final goal, as it is required in Scanning Electron
Microscopy. Retinex Theory (Land and McCann, 1971) attempt to simulate and explain how
the human visual system perceives color. Then several Retinex algorithms have been developed
ever since, see for example Hou (2006).
The illumination artifact is used to be modeled by a function L which is "smooth" enough, in
a sense to be precised in the mathematical developments, and which acts in a multiplicative
way on the original signal R. We also assume the presence of an additional additive noise
ε so that the observed image Y is actually linked to the original signal R by the equation:
Y (x) = R(x)L(x) + ε(x), for x describing the pixel’s domain. In this framework, our aim
consists of estimating R from the observation of Y. To this aim, we improve a semi-parametric
regression strategy proposed by Tasdizen et al. (2008). First using local polynomials (Ruppert
and Wand, 1994), we estimate consistently the gradient of the log-signal. Then we project it
on a suitable finite dimensional subspace so that we get an estimation of logL and deduce an
estimation of R. The procedure quality is studied from a theoretical point of view through the
rate of convergence of uniform risk. At last, an application to real electron microscopy images
is presented.

Keywords. SEMIPARAMETRIC REGRESSION; STATISTICAL IMAGE PROCESSING;
RETINEX THEORY; COLOR PERCEPTION.
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Abstract. The appearance of a scene is determined to a great extent by the illumination
conditions. The presence of illumination artifacts is obviously undesirable especially when au-
tomatic measurement from digital images is the final goal, as it is required in Scanning Electron
Microscopy. Retinex Theory (Land and McCann, 1971) attempt to simulate and explain how
the human visual system perceives color. Then several Retinex algorithms have been developed
ever since, see for example Hou (2006).
The illumination artifact is used to be modeled by a function L which is "smooth" enough, in
a sense to be precised in the mathematical developments, and which acts in a multiplicative
way on the original signal R. We also assume the presence of an additional additive noise
ε so that the observed image Y is actually linked to the original signal R by the equation:
Y (x) = R(x)L(x) + ε(x), for x describing the pixel’s domain. In this framework, our aim
consists of estimating R from the observation of Y. To this aim, we improve a semi-parametric
regression strategy proposed by Tasdizen et al. (2008). First using local polynomials (Ruppert
and Wand, 1994), we estimate consistently the gradient of the log-signal. Then we project it
on a suitable finite dimensional subspace so that we get an estimation of logL and deduce an
estimation of R. The procedure quality is studied from a theoretical point of view through the
rate of convergence of uniform risk. At last, an application to real electron microscopy images
is presented.

Keywords. SEMIPARAMETRIC REGRESSION; STATISTICAL IMAGE PROCESSING;
RETINEX THEORY; COLOR PERCEPTION.
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Nonparametic and Semiparametric Inference for Signal/Image
Symmetries
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Abstract. Symmetry plays an important role in signal/image understanding and recognition.
This paper formulates the problem of assessing reflectional symmetries of a signal/image func-
tion observed in the presence of noise. Rigorous nonparametric statistical tests are developed for
testing image invariance under reflections. The symmetry relation is expressed as the restric-
tion for Fourier coefficients with respect to a class of radial orthogonal functions. Therefore,
our test statistics are based on checking whether the estimated radial coefficients approximately
satisfy those restrictions. We derive the asymptotic distribution of the test statistics under both
the hypothesis of symmetry and under fixed alternatives. We also examine the semi-parametric
problem of estimating parameters of a given type of signal/image symmetry, e.g., estimating
the axis of reflectional symmetry.

Keywords. Symmetry detection, symmetry estimation, radial polynomials, limit distributions,
degree of symmetry.
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Nonparametric estimation in interval censored data using the
Bezier curve
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Abstract. In this paper we propose a Bezier curve method to estimate the survival function
and the median survival time in interval-censored data. We compare the proposed estimator
with other existing methods such as the parametric method, the single point imputation method,
and the nonparametric maximum likelihood estimator through extensive numerical studies, and
it is shown that the proposed estimator performs better than others in the sense of mean squared
error and mean integrated squared error. An illustrative example based on a real data set is
given.

Keywords. Imputation method; Kaplan-Meier estimator; Median survival time; Survival func-
tion
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Abstract. In-sample forecasting is in this paper defined as forecasting a structured density to
sets where the density is not observed. The structured density consists of one-dimensional in
sample components that identify the density on such sets. This paper focus on the multiplicative
density structure that recently have been seen as the underlying structure of non-life insurance
forecasts. In non-life insurance the in-sample area is defined as one triangle and the forecasting
area as the triangle that added to the first triangle produces a square. Recent approaches esti-
mate two one-dimensional components by projecting an unstructured two-dimensional density
estimator down on a multiplicative space. This paper shows that a simple time-reversal reduces
the problem to two one-dimensional problems. On the reversed time axis the one-dimensional
data is left truncated and a one-dimensional survival density estimator is needed. This paper
uses the local linear density smoother with a weighted do-validated bandwidth selector. Full
asymptotic theory of the weighted do-validated bandwidth selector is given along with finite
sample studies and real life applications to non-life insurance.

Keywords. Aalen’s multiplicative model; Cross-validation; Do-validation; Density estimation;
Local linear kernel estimation; Survival data.
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Abstract. In-sample forecasting is in this paper defined as forecasting a structured density to
sets where the density is not observed. The structured density consists of one-dimensional in
sample components that identify the density on such sets. This paper focus on the multiplicative
density structure that recently have been seen as the underlying structure of non-life insurance
forecasts. In non-life insurance the in-sample area is defined as one triangle and the forecasting
area as the triangle that added to the first triangle produces a square. Recent approaches esti-
mate two one-dimensional components by projecting an unstructured two-dimensional density
estimator down on a multiplicative space. This paper shows that a simple time-reversal reduces
the problem to two one-dimensional problems. On the reversed time axis the one-dimensional
data is left truncated and a one-dimensional survival density estimator is needed. This paper
uses the local linear density smoother with a weighted do-validated bandwidth selector. Full
asymptotic theory of the weighted do-validated bandwidth selector is given along with finite
sample studies and real life applications to non-life insurance.

Keywords. Aalen’s multiplicative model; Cross-validation; Do-validation; Density estimation;
Local linear kernel estimation; Survival data.
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Abstract. The NPMLE of a distribution function from doubly truncated data was introduced
in the seminal paper of Efron and Petrosian Efron and Petrosian (1999). The consistency of
the Efron-Petrosian estimator depends however on the assumption of independent truncation.
In this work we introduce and extension of the Efron-Petrosian NPMLE when the lifetime
and the truncation times may be dependent. The proposed estimator is constructed on the
basis of a copula function which represents the dependence structure between the lifetime and
the truncation times. Two different iterative algorithms to compute the estimator in practice
are introduced, and their performance is explored through an intensive Monte Carlo simulation
study. The asymptotic properties of the proposed estimator will be explored. Several applications
to medical data are included for illustration purposes.

Keywords. Copula function; Dependent truncation; Double truncation
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Abstract. Cure regression models are a special topic in time-to-event statistical analysis.
Such models take into account situations where a proportion of subjects will never experience
the event under study. In such a case the time to event is considered infinite. For instance,
medical studies could reveal a proportion of patients for whom the disease under surveillance
will never recur, and these patients could be considered as cured. A well studied topic in Labor
Economics is the time to get a new job after a permanent layoff. Quite often a proportion
of the labor force will withdraw and never get a new job. In most of the applications the
statistical analysis of cure models is made more difficult by the presence of a finite random
right censorship. Indeed, the censoring prevent from knowing whether a censored observation
has a finite or infinite time to event. In this paper we introduce new explicit representations
of the conditional probability of being cured and of the conditional law of the time to event
as functions of the law of the observations. We derive these representations under minimal
conditional independence assumptions that are required for the identification of the law of the
time variable of interest. Such explicit representations bring valuable insight on the assumptions
behind the existing cure regression models, namely the two-component mixture cure models.
Moreover, the explicit representations allow us to state general identification results and to
derive a new general maximum likelihood estimation approach.

Keywords. Cure regression models; Nonparametric estimation; Random censoring; Semipara-
metric maximum likelihood; Asymptotic theory.
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Abstract. There has been considerable progress in the development of semiparametric trans-
formation models for regression analysis of time-to-event data. However, most current work
focuses on right-censored data. Significantly less work has been done for interval-censored data
especially when the population contains a nonignorable cured subgroup. In this paper, we present
a broad and flexible class of semiparametric transformation cure models for analyzing interval-
censored data in the presence of a cure fraction. Our approach combines a logistic regression
formulation for the probability of cure with partially linear transformation models for event
times of susceptible subjects. We develop a spline-based sieve maximum likelihood estimation,
which is computationally efficient and leads to estimators with appealing properties such as
consistency, asymptotic normality and semiparametric efficiency. Furthermore, we propose a
goodness-of-fit test for the proposed model based on the sieve likelihood ratio. Simulations and
a real data analysis are provided for illustration of the methodology.

Keywords. Cure rate; Interval censoring; Semiparametric efficiency; Sieve likelihood ratio
test; Transformation.
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Abstract. A critique that has been directed towards the log-GARCH model is that its log-
volatility specification does not exist in the presence of zero returns. A common “remedy"
is to replace the zeros with a small (in the absolute sense) non-zero value. However, this
renders Quasi Maximum Likelihood (QML) estimation asymptotically biased. Here, we propose
a solution to the case where actual returns are equal to zero with probability zero, but zeros
nevertheless are observed because of measurement error (due to missing values, discreteness
approximisation error, etc.). The solution treats zeros as missing values and handles these by
combining QML estimation via the ARMA representation with the Expectation-maximisation
(EM) algorithm. Monte Carlo simulations confirm that the solution corrects the bias, and
several empirical applications illustrate that the bias-correcting estimator can make a substantial
difference.

Keywords. ARCH; Exponential GARCH; Log-GARCH; ARMA; Expectation-Maximisation
(EM).
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Abstract. GLM models allow us to model responses which are not normally distributed, using
methods closely analogous to linear methods for normal data. They assume an exponential
family distribution for the response variable and are more general than linear models in that
they accommodate a mean-variance relationship and choose an appropriate scale for modelling
the mean on which the action of the covariates is approximately linear. In such models, the
variance is assumed known up to a constant of proportionality, the dispersion parameter. A
flexible extension of GLM models is the class of GAM models, allowing for arbitrary functions
for modelling the influence of each covariate on an exponential family response in a multivariate
regression setting. But often the observed data exhibit greater variability than the one implied by
the mean-variance relationship and then, the loss of efficiency in estimating the parameters or
additive components, using constant dispersion models when the dispersion is varying, may be
substantial. Our work considers flexibly modelling the mean and variance functions within the
framework of exponential dispersion models (and their additive extensions), a class of somehow
over-dispersed generalized linear models. Our model describes the mean and dispersion param-
eters in terms of transformed additive functions of the predictors. Each of the additive terms
can be either null, linear, or a fully flexible smooth effect. When the dispersion model is null
we obtain a GLM, whereas with a null dispersion model and fully flexible smooth terms in the
mean model we obtain a GAM. Whether or not to include predictors, and wether or not to
model overdispersion at all is determined using a penalized likelihood-like variable selection ap-
proach with a possible diverging with the sample size number of parameters. We use a penalized
criterion obtained by replacing the negative loglikelihood in the conventional penalized likelihood
with Bregman divergence. With appropriate selection of the tuning parameters, we investigate
the consistency of the variable selection procedure and asymptotic properties of the resulting
estimators are established. The methodology is illustrated using real and simulated data.

Keywords. Exponential dispersion models; Variable selection; Penalized Bregman divergence.
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Abstract. GLM models allow us to model responses which are not normally distributed, using
methods closely analogous to linear methods for normal data. They assume an exponential
family distribution for the response variable and are more general than linear models in that
they accommodate a mean-variance relationship and choose an appropriate scale for modelling
the mean on which the action of the covariates is approximately linear. In such models, the
variance is assumed known up to a constant of proportionality, the dispersion parameter. A
flexible extension of GLM models is the class of GAM models, allowing for arbitrary functions
for modelling the influence of each covariate on an exponential family response in a multivariate
regression setting. But often the observed data exhibit greater variability than the one implied by
the mean-variance relationship and then, the loss of efficiency in estimating the parameters or
additive components, using constant dispersion models when the dispersion is varying, may be
substantial. Our work considers flexibly modelling the mean and variance functions within the
framework of exponential dispersion models (and their additive extensions), a class of somehow
over-dispersed generalized linear models. Our model describes the mean and dispersion param-
eters in terms of transformed additive functions of the predictors. Each of the additive terms
can be either null, linear, or a fully flexible smooth effect. When the dispersion model is null
we obtain a GLM, whereas with a null dispersion model and fully flexible smooth terms in the
mean model we obtain a GAM. Whether or not to include predictors, and wether or not to
model overdispersion at all is determined using a penalized likelihood-like variable selection ap-
proach with a possible diverging with the sample size number of parameters. We use a penalized
criterion obtained by replacing the negative loglikelihood in the conventional penalized likelihood
with Bregman divergence. With appropriate selection of the tuning parameters, we investigate
the consistency of the variable selection procedure and asymptotic properties of the resulting
estimators are established. The methodology is illustrated using real and simulated data.

Keywords. Exponential dispersion models; Variable selection; Penalized Bregman divergence.
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Abstract.
The motivation of this work comes from electricity consumption forecasting and uses a function-
valued time series representation of the discrete electricity records. The data are seen as a
sequence of functions Z1(t), . . . , Zn(t) with t ∈ T representing daily load curves and typically
the aim is to predict the function Zn+1(t) that corresponds to the next day load curve. If Z is
stationary, then Antoniadis et al.(2006) propose the KWF (Kernel + Wavelet + Functional)
predictor based on a non linear autoregressive model. The general principle of the forecasting
model is to find in the past similar situations to the present and linearly combine their futures to
build the forecast. Thus, using an appropriate similarity measure one can obtain the functional
predictor in terms of weights defined through a kernel and a dissimilarity measure between
curves based on wavelets. If the functional time series Z is non stationary, the KWF predictor
fails to correctly predict we propose several strategies to take into account the various sources of
non stationarity allowing to handle situations such that the mean level of the series changes over
time or if there exists groups in the data that can be modeled as classes of stationarity. We study
here the construction of a confidence interval for the prediction. The original prediction method,
assuming that Z is stationary, uses a bootstrap re-sampling scheme to construct the confidence
interval. We adapt some of the non stationarity corrections proposed for the pointwise prediction
to construct a confidence interval for the prediction on the non stationary case.
See Antoniadis et al. (2012) and (2014) for details.

Keywords. Confidence interval, Nonparametric forecasting, Functional data, Non stationary
processes.
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Detecting Smooth Changes in Locally Stationary Processes

M. Vogt1,∗ and H. Dette2
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uni-bochum.de
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Abstract. In a wide range of time series applications, the stochastic properties of the observed
process change over time. The properties can often be expected to be approximately the same
for some time before they start to vary. In such situations, it is frequently of interest to locate
the time point where the properties start to change. In this paper, we construct a procedure to
estimate this time point. We set up a general method which allows to deal with a wide variety
of stochastic properties including the mean, covariances and higher moments of the time series
under consideration. In the theoretical part of the talk, we derive the asymptotic properties
of our method. In addition, we illustrate the methodology by applications to temperature and
financial return data.

Keywords. Local Stationarity; Empirical processes; Measures of time-variation.
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Short-Term Load Forecasting: The Similar Shape Functional
Time Series Predictor

Efstathios Paparoditis1 and Theofanis Sapatinas1∗
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Abstract. A novel functional time series methodology for short-term load forecasting is intro-
duced. The prediction is performed by means of a weighted average of past daily load segments,
the shape of which is similar to the expected shape of the load segment to be predicted. The
past load segments are identified from the available history of the observed load segments by
means of their closeness to a so-called reference load segment. The later is selected in a man-
ner that captures the expected qualitative and quantitative characteristics of the load segment
to be predicted. As an illustration, the suggested functional time series forecasting methodology
is applied to historical daily load data in Cyprus. Its performance is compared to some recently
proposed alternative methodologies for short-term load forecasting.

Keywords. Functional Kernel Regression; Short-Term Load Forecasting; Time Series,
Wavelets.
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Functional lagged regression
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Abstract. Consider a sequence (Yk) of real responses, explanatory variables (Xk) taking
values in some function space F , iid noise (εk) which independent of (Xk), and a linear operator
β : F → R. The functional linear model Yk = β(Xk) + εk has received a great deal of attention
over the last two decades. As in the usual linear regression, to derive inferential properties,
the assumption imposed on the above model is that the pairs (Yk, Xk) are independent and
identically distributed. While this assumption is well justified in designed experiments, it may
be called into question when the functions Xk form a functional time series.
The objective of this talk is to develop estimation and testing methodology, and the underlying
asymptotic theory, for the model

Y� = a+
∑

k∈Z
bk(X�−k) + ε�, bk : F → R, a ∈ R. (1)

Model (1) is an extension of the lagged regression model, which is the most commonly used
regression model in time series analysis.
As with most functional procedures, the main challenge is a suitable dimension reduction tech-
nique and the need to deal with unbounded operators, difficulties not encountered in the scalar
and vector theory.

Keywords. Frequency domain methods; Functional regression; Functional time series
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Variable selection and dimension reduction criteria in
functional regression models

S. Fremdt1

1 Ruhr-University Bochum, Department of Mathematics, Institute of Statistics, 44780 Bochum; ste-
fan.fremdt@rub.de

Abstract. While variants of the LASSO regularization techniques have been introduced to
select significant predictors in functional regression with scalar responses, most articles deal-
ing with fully functional regressions have incorporated only a single predictor, and possibly its
derivatives, into the model building process. To the best of our knowledge, no variable selec-
tion methods are currently available in the literature for this case. We consider approaches to
select significant functional predictors for functional responses by obtaining an auxiliary mul-
tivariate linear model of functional principal component scores. In particular we discuss the
construction of criteria which determine the significant predictors as well as the dimensional-
ity of both response and predictor score vectors.redictor score vectors are determined through a
novel automatic penalization criterion.

Keywords. Dimension reduction; Functional data analysis; Functional principal components;
Multivariate linear models; Prediction error.
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Abstract. Consider a sequence (Yk) of real responses, explanatory variables (Xk) taking
values in some function space F , iid noise (εk) which independent of (Xk), and a linear operator
β : F → R. The functional linear model Yk = β(Xk) + εk has received a great deal of attention
over the last two decades. As in the usual linear regression, to derive inferential properties,
the assumption imposed on the above model is that the pairs (Yk, Xk) are independent and
identically distributed. While this assumption is well justified in designed experiments, it may
be called into question when the functions Xk form a functional time series.
The objective of this talk is to develop estimation and testing methodology, and the underlying
asymptotic theory, for the model

Y� = a+
∑

k∈Z
bk(X�−k) + ε�, bk : F → R, a ∈ R. (1)

Model (1) is an extension of the lagged regression model, which is the most commonly used
regression model in time series analysis.
As with most functional procedures, the main challenge is a suitable dimension reduction tech-
nique and the need to deal with unbounded operators, difficulties not encountered in the scalar
and vector theory.

Keywords. Frequency domain methods; Functional regression; Functional time series

3.62



168

Bootstrap Based Testing for Functional Data

Efstathios Paparoditis1∗ and Theofanis Sapatinas1
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Abstract. We propose a bootstrap procedure to test hypotheses about the mean functions
and/or the covariance operators for functional data. Our approach is simple and resamples the
original data set of functional observations in such a way that the null hypothesis of interest
is satisfied. It can be applied to a wide range of test statistics and also to the case where more
than two groups of functional data are considered. The validity of the bootstrap-based testing
procedures proposed for some commonly used test statistics in the literature are established.
Simulation results demonstrate a very good performance of our bootstrap proposal in finite
sample situations and also for testing problems and sample sizes where the asymptotic theory
does not approximate appropriately the behavior of the test statistics considered. A real-life
data set is also analyzed to illustrate the suggested bootstrap based methodology.

Keywords. Functional Data; Comparison of Mean Functions; Covariance Operators; Boot-
strap.
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Conditional mean absolute deviation

T. Zhou1 and L. Zhu2,∗

Shanghai University of Finance and Economics; zhu.liping@mail.shufe.edu.cn.

Abstract. We introduce conditional median absolute deviation to characterize how the local
variability of one quantitative random variable varies with another one. A two-step estimation
procedure is proposed and the resultant estimator possesses an adaptiveness property. Sim-
ulation indicates that this estimator is much more efficient than its competitors such as the
conditional semi-interquartile range.

Keywords. Adaptiveness; least absolute deviation; median absolute deviation; quantile regres-
sion; robust estimation; semi-interquartile range.

On Estimation Efficiency of the Dimension Reduction Space

Yanyuan Ma1 and Liping Zhu2,∗

1 Department of Statistics, Texas A&M University; ma@stat.tamu.edu
2 School of Statistics, Shanghai University of Finance and Economics; lzhu1@hotmail.com

Abstract. We investigate the estimation efficiency of the dimension reduction subspace in the
framework of sufficient dimension reduction. We derive the semiparametric efficient score and
study its practical applicability. Despite the difficulty caused by the potential high dimension
issue in the variance component, we show that locally efficient estimators can be constructed
in practice. We conduct simulation studies and a real-data analysis to demonstrate the finite
sample performance and efficiency gain of the proposed estimators in comparison with several
existing methods.

Keywords. Dimension reduction; Estimating equations; Nonparametric regression; Semipara-
metric efficiency; Sliced inverse regression.

3.65

3.66

On estimation efficiency of the dimension reduction space



170

Quantile regression with cure rate model

Yuanshan Wu1 and Guosheng Yin2,∗
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∗Corresponding author

Abstract. Censored quantile regression offers a valuable complement to the traditional Cox
proportional hazards model for survival analysis. Survival times tend to be right-skewed, par-
ticularly when there exists a substantial fraction of long-term survivors who are either cured or
immune to the event of interest. For survival data with a cure possibility, we propose cure rate
quantile regression under the common censoring scheme that survival times and censoring times
are conditionally independent given the covariates. In a mixture formulation, we apply censored
quantile regression to model the survival times of susceptible subjects and logistic regression to
model the indicators of whether patients are susceptible. We develop estimation methods using
martingale-based equations, and also we discuss the possibility of using multiple imputation. We
establish the uniform consistency and weak convergence properties for the proposed estimators.
The practical utility of the proposed model is evaluated through extensive simulation studies and
illustrated with a bone marrow transplantation study.

Keywords. Cure rate model; Empirical process; Long-term survivor; Martingale; Multiple
imputation.

Estimation and Testing of Varying Coefficients in Quantile
Regression

Xingdong Feng1, Liping Zhu1,∗

1 School of Statistics and Management, Shanghai University of Finance and Economics (SUFE), Shang-
hai 200433, China; feng.xingdong@mail.shufe.edu.cn, zhu.liping@mail.shufe.edu.cn
∗Corresponding author

Abstract. In this paper, we establish a novel connection between the null hypothesis H0 :
CTβ0(t) = c0 and a rank-reducible varying coefficient models in quantile regression. We use
b-spline to approximate the varying coefficients in the rank-reducible model, and reveal that the
null hypothesis H0 implies a unidimensional structure of a transformed coefficient matrix of
b-spline bases. By evaluating the unidimensional structure, we alleviate the difficulty of testing
such hypotheses commonly considered in varying coefficient models. We demonstrate through
comprehensive numerical studies that the new method is much more powerful than the rank
score test which is widely used in quantile regression literature.

Keywords. Dimension reduction; Hypothesis test; Quantile regression; Singular value decom-
position.
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Bias correction using the SIMEX algorithm in the promotion
time cure model with measurement error

A. Bertrand1,∗, R.J. Carroll2, C. Legrand1 and I. Van Keilegom1
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∗Corresponding author

Abstract. In many situations in survival analysis, it may happen that a fraction of individuals
will never experience the event of interest : they are considered to be cured. The promotion
time cure model is one of the survival models taking this feature into account.
We consider the case where one or more explanatory variables in the model are subject to
measurement error. This error should be taken into account in the estimation of the model, to
avoid biased estimators of the model.
In the literature, several approaches to correct this bias have been proposed. The SIMEX algo-
rithm is one of them: it is a method based on simulations which allows to estimate the effect
of measurement error on the bias of the estimators and to reduce this bias. It has already been
applied to many different models, but not to the promotion time cure model. For this model,
Ma and Yin (2008) have suggested a corrected score approach.
We extend the SIMEX approach to the promotion time cure model. We show that the proposed
estimator is asymptotically normally distributed. We also show via simulations that the sug-
gested method performs well in practice by comparing it with the method proposed by Ma and
Yin (2008), which is, as far as we know, the only paper that has studied this problem before in
the literature. Finally, we analyze a database in cardiology: among the explanatory variables
of interest is the ejection fraction, which is very likely to be measured with error.

Keywords. Cure model; measurement error; SIMEX.
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Bootstrap inference in the promotion time cure model
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Abstract. During this talk, we shall focus on the asymptotic properties of the nonparametric
maximum likelihood estimator (NPMLE) in the promotion time cure model. Since this model
has some serious links with the Cox model, our study mimics approaches that have been de-
veloped in the case of the Cox model. First, we show that the NPMLE may be computed by
a single maximisation over a set whose dimension equals the dimension of the covariates plus
1. Second, we derive the asymptotics by using a Z-estimator theorem for infinite dimensional
parameter. In particular, we express simply the asymptotic variance of the finite dimensional
parameter relying on profile likelihood. Since the variance of the NPMLE is difficult to es-
timate, we develop a general bootstrap strategy that allows for a consistent approximation of
the asymptotic law. As in the Cox model, it turns out that suitable tools are the martingale
theory for counting processes and the semiparametric efficiency theory. Finally, by means of
simulations, we show the accuracy of the bootstrap with respect to the normal approximation.

Keywords. Promotion time cure model; Cox model; Asymptotic inference; Bootstrap; Semi-
parametric efficiency.

3.71



173

Extreme value statistics for a stochastic process that is

observed at discrete points only
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Abstract. When dealing with spatial extremes (extreme heat, rainfall, wind speed) the proper
tool is a max-stable process i.e. the infinite-dimensional extension of extreme value theory. The
main assumption then is that the underlying stochastic process is in the domain of attraction
of a max-stable process. On the basis of this assumption the main features of the limiting max-
stable process can be estimated. Asymptotic properties of the estimators have been derived (Lin
e.a. Ann. Statist. 2003, 2006) under assumption that the entire underlying process can be
observed. If the process is observed only at a limited number of points one can merely fit a max-
stable process depending on finitely many parameters. We show that the general non-parametric
case can be recovered if the observation points are close together.

Keywords. max-stable processes
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Abstract. The block maxima method is a fundamental approach in Statistics of Extremes,
where inferences are based on the ‘k sample maxima’ after dividing the sample into k blocks.
We provide conditions under which this method can be justified. We restrict attention to the in-
dependent and identically distributed case and focus on the probability weighted moment (PWM)
estimators of Hosking, Wallis and Wood (1985).
Further, we present a theoretical comparison between the peaks-over-threshold and the block
maxima methods.

Keywords. Block maxima; Probability weighted moment estimators; Peaks-over-threshold.

References

Hosking, J.R.M., Wallis, J.R. and Wood, E.F. (1985) Estimation of the Generalized Extreme-Value
Distribution by the Method of Probability Weighted Moments. Technometrics 27, 251–261.

3.72

3.73



174

1,∗ 2 3

1

2

3

∗

The block maxima method revisited applied to PWM

estimators

A. Ferreira
1
,∗

and L. de Haan
2

1 ISA and CEAUL, University of Lisbon, Portugal; anafh@isa.utl.pt
2 Erasmus University Rotterdam, The Netherlands and CEAUL, Portugal; ldehaan@ese.eur.nl
∗Corresponding author

Abstract. The block maxima method is a fundamental approach in Statistics of Extremes,
where inferences are based on the ‘k sample maxima’ after dividing the sample into k blocks.
We provide conditions under which this method can be justified. We restrict attention to the in-
dependent and identically distributed case and focus on the probability weighted moment (PWM)
estimators of Hosking, Wallis and Wood (1985).
Further, we present a theoretical comparison between the peaks-over-threshold and the block
maxima methods.
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A Permutation Approach for Ranking of Multivariate
Populations

Livio Corain11,∗, Luigi Salmaso1

1 Department of Management and Engineering, University of Padova, Italy;
livio.corain@unipd.it, luigi.salmaso@unipd.it
∗Corresponding author

Abstract. The need to establish the relative superiority of each treatment/group when com-
pared to all the others, that is ordering the effects with respect to the underlying populations,
often occurs in many multivariate studies when there might be a "natural ordering" in which
the responses are interpreted as "the higher the better" or "the lower the better". Within the
framework of multivariate stochastic ordering (Pesarin and Salmaso, 2010), the purpose of
this work is to propose a nonparametric permutation-based solution for the problem of rank-
ing of multivariate populations, i.e. estimating an ordering related to the possible stochastic
dominance among several unknown multivariate distributions. The method is metric-free in
the sense that it can be applied to any kind of response variables, i.e. continuous/binary or
ordered categorical or mixed (some continuous/binary univariate components and some other
ordered categorical), and it is valid also in case the sample sizes are lower than the number of
responses. It will be theoretically argue and numerically proved that our method controls the
risk of false ranking classification under the null hypothesis of population homogeneity while
under the alternatives we expect that the true rank can be estimated with satisfactory accuracy,
especially for the ’best’ and the ’worst’ populations. Finally, to highlight the practical relevance
of the proposed methodology, some real case studies are presented.

Keywords. Multivariate tests, Nonparametric combination, Pairwise comparisons, Permuta-
tion tests.
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Abstract. The need to establish the relative superiority of each treatment/group when com-
pared to all the others, that is ordering the effects with respect to the underlying populations,
often occurs in many multivariate studies when there might be a "natural ordering" in which
the responses are interpreted as "the higher the better" or "the lower the better". Within the
framework of multivariate stochastic ordering (Pesarin and Salmaso, 2010), the purpose of
this work is to propose a nonparametric permutation-based solution for the problem of rank-
ing of multivariate populations, i.e. estimating an ordering related to the possible stochastic
dominance among several unknown multivariate distributions. The method is metric-free in
the sense that it can be applied to any kind of response variables, i.e. continuous/binary or
ordered categorical or mixed (some continuous/binary univariate components and some other
ordered categorical), and it is valid also in case the sample sizes are lower than the number of
responses. It will be theoretically argue and numerically proved that our method controls the
risk of false ranking classification under the null hypothesis of population homogeneity while
under the alternatives we expect that the true rank can be estimated with satisfactory accuracy,
especially for the ’best’ and the ’worst’ populations. Finally, to highlight the practical relevance
of the proposed methodology, some real case studies are presented.

Keywords. Multivariate tests, Nonparametric combination, Pairwise comparisons, Permuta-
tion tests.
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Abstract. We present a new method of constructing what we call Geometrically Designed least
squares splines (GeDS) with variable knots. It utilizes a novel geometric interpretation of the
estimation of the spline parameters. The latter is based on, shape preserving properties of spline
functions, combined with a data driven phase of recovering the underlying control polygon of the
spline. The method produces simultaneously linear, quadratic, cubic (and possibly higher order)
least squares spline fits with one and the same number of B-spline coefficients. Small/large
sample properties of the GeDS estimator are explored. We demonstrate how the method is
applied in the context of multivariate Archimedean copula estimation. The GeDS estimation
procedure is further illustrated numerically, based on simulated and real data examples from
actuarial modelling and materials science.

This talk is based on joint work with D.S. Dimitrova, S. Haberman, R. Verrall, and S.I. Penev.

Keywords. B-splines; Variable knot spline regression; Greville abscissae; Control polygon;
Archimedean copulas.

Nonparametric forecasting of the French load curve
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Abstract.
RTE, the French electricity transmission system operator, is responsible for operating, main-
taining and developing the high and extra high voltage network. RTE is required to guarantee
the security of supply, so anticipating French electricity demand helps to ensure the balance
between generation and consumption at all times, and directly influences the reliability of the
power system.
Demand forecasts are carried out for several different timeframes: for the long-term, in the
form of the Generation Adequacy Report or network development studies, for the medium-term
(annual, monthly and weekly forecasts) and lastly on a day-ahead basis.
From a short term point of view, RTE uses a complex nonlinear parametric regression model
with around one thousand coefficients estimated twice a year, and also a SARIMA model. If
this process currently provides good forecasts, the context of the smart grids and the energy
transition will lead to more variability in the load curve.
In order to obtain an adaptive forecasting model, nonparametric methods have already been
tested without real success. We have used alternative methods (non or semiparametric) against
the curse of dimensionality. In this talk, we present two different methods applied to the French
electricity consumption: the IBR (Iterative Bias Reduction) method which iteratively corrects
the bias initial estimator by an estimate of the latter obtained by smoothing the residuals, and
a method based upon sparse approximations of the signals with a dictionary of functions (using
LOLA algorithm).

Keywords. Nonparametric forecasting; Iterative bias reduction; Sparse regression
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Abstract.
RTE, the French electricity transmission system operator, is responsible for operating, main-
taining and developing the high and extra high voltage network. RTE is required to guarantee
the security of supply, so anticipating French electricity demand helps to ensure the balance
between generation and consumption at all times, and directly influences the reliability of the
power system.
Demand forecasts are carried out for several different timeframes: for the long-term, in the
form of the Generation Adequacy Report or network development studies, for the medium-term
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From a short term point of view, RTE uses a complex nonlinear parametric regression model
with around one thousand coefficients estimated twice a year, and also a SARIMA model. If
this process currently provides good forecasts, the context of the smart grids and the energy
transition will lead to more variability in the load curve.
In order to obtain an adaptive forecasting model, nonparametric methods have already been
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electricity consumption: the IBR (Iterative Bias Reduction) method which iteratively corrects
the bias initial estimator by an estimate of the latter obtained by smoothing the residuals, and
a method based upon sparse approximations of the signals with a dictionary of functions (using
LOLA algorithm).

Keywords. Nonparametric forecasting; Iterative bias reduction; Sparse regression
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PARMA time series for modeling and prediction of energy
market data

Anna Dudek1,∗

1 AGH University of Science and Technology, al. Mickiewicza 30, 30-059 Krakow, Poland; ae-
dudek@agh.edu.pl
∗Joint work with H. Hurd and W. Wójtowicz

Abstract. Periodic autoregressive-moving-average models (periodic ARMA, PARMA) are used
to model nonstationary time series with periodic structure. They are similar to ARMA except
the coefficients are periodic in time with a common period. They are widely applied in cli-
matology, hydrology, meteorology and economics data. We present how to model electricity
demand using PARMA models. The demand for energy, which determines the price of the
energy, changes periodically during the day. Therefore, periodic extension of ARMA can si-
multaneously catch periodic structure of the data and reflect the strongest dependencies between
observations, providing accurate forecast. We describe all the standard steps of the usual model
fitting procedure e.g. identification, estimation and diagnostics. We use methods and procedures
implemented by Dudek et al. (2013) in the R software.

Keywords. Energy market; PARMA time series; Periodically correlated sequences;
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Nonparametric functional prediction of the unabsorbed flux
continuum in the Lyman-α forest of quasar spectra

M. Ciollaro1,∗, J. Cisewski1, P. E. Freeman1, C. R. Genovese1, R. O’Connell2, L.
Wasserman1

1 Statistics Department, Carnegie Mellon University, 5000 Forbes Ave., Pittsburgh (PA), 15213 - United
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larry@stat.cmu.edu
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United States; rcoconne@andrew.cmu.edu
∗Corresponding author

Abstract. We present a novel approach to the prediction of the unabsorbed flux continuum
in the Lyman-α forest portion of the light spectra of high redshift quasars. The unabsorbed flux
continuum in this particular portion of the light spectrum is unobservable because of the presence
of light-absorbing neutral hydrogen clouds lying along the lines of sight between the observers and
the quasars. However, a number of recent cosmological analyses rely on quantities that depend
on the flux continuum before the absorption due to neutral hydrogen, thus making its prediction
a crucial statistical challenge. We demonstrate how the nonparametric regression model for
functional predictor and functional response proposed in Ferraty, Van Keilegom, Vieu (2012)
provides a natural framework to interpret and solve the problem of predicting the unabsorbed flux
continuum in the Lyman-α forest of high redshift quasar spectra using low redshift spectra (for
which the unabsorbed flux continuum in the Lyman-α forest is instead observable). Our results
suggest that the model has the potential to produce accurate predictions of the unabsorbed flux
continuum in the Lyman-α forest of both simulated and real quasar spectra. The nonparametric
functional regression approach thus represents an appealing alternative to other methods that
are traditionally used by the astronomical community, such as PCA-based methods.

Keywords. Nonparametric functional regression; Functional data analysis; Prediction;
Lyman-α forest; Quasar spectra.
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Nonparametric functional prediction of the unabsorbed flux
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Abstract. We present a novel approach to the prediction of the unabsorbed flux continuum
in the Lyman-α forest portion of the light spectra of high redshift quasars. The unabsorbed flux
continuum in this particular portion of the light spectrum is unobservable because of the presence
of light-absorbing neutral hydrogen clouds lying along the lines of sight between the observers and
the quasars. However, a number of recent cosmological analyses rely on quantities that depend
on the flux continuum before the absorption due to neutral hydrogen, thus making its prediction
a crucial statistical challenge. We demonstrate how the nonparametric regression model for
functional predictor and functional response proposed in Ferraty, Van Keilegom, Vieu (2012)
provides a natural framework to interpret and solve the problem of predicting the unabsorbed flux
continuum in the Lyman-α forest of high redshift quasar spectra using low redshift spectra (for
which the unabsorbed flux continuum in the Lyman-α forest is instead observable). Our results
suggest that the model has the potential to produce accurate predictions of the unabsorbed flux
continuum in the Lyman-α forest of both simulated and real quasar spectra. The nonparametric
functional regression approach thus represents an appealing alternative to other methods that
are traditionally used by the astronomical community, such as PCA-based methods.

Keywords. Nonparametric functional regression; Functional data analysis; Prediction;
Lyman-α forest; Quasar spectra.
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Testing for Lack of Fit in Functional Regression Models

S. Maistre1 and V. Patilea1

1 Crest-Ensai; samuel.maistre@ensai.fr, patilea@ensai.fr

Abstract. We consider regression models with a response variable taking values in a Hilbert
space, of finite or infinite dimension, and hybrid covariates. That means there are two sets of
regressors, one of finite dimension and a second one functional with values in a Hilbert space.
The problem we address is the test on the effect of the functional covariates. This problem occurs
in many situations: testing the effect of the functional covariate in a semi-functional partial
linear regression with scalar responses, significance test for functional regressors in nonpara-
metric regression with hybrid covariates and scalar or functional responses, testing the effect
of a functional covariate on a scalar or functional outcome. We propose a new test based on
univariate kernel smoothing. Inspired by Fan and Li (1996), the test statistic is asymptotically
standard normal under the null hypothesis provided the smoothing parameter tends to zero at
a suitable rate. The one-sided test is consistent against any fixed alternative and detects lo-
cal alternatives a la Pitman approaching the null hypothesis at suitable rate. In particular we
show that neither the dimension of the outcome nor the dimension of the functional covariates
influences the theoretical power of the test against such local alternatives.

Keywords. Functional data, Lack-of-fit test, Regression, U-statistics .
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Abstract. We consider regression models with a response variable taking values in a Hilbert
space, of finite or infinite dimension, and hybrid covariates. That means there are two sets of
regressors, one of finite dimension and a second one functional with values in a Hilbert space.
The problem we address is the test on the effect of the functional covariates. This problem occurs
in many situations: testing the effect of the functional covariate in a semi-functional partial
linear regression with scalar responses, significance test for functional regressors in nonpara-
metric regression with hybrid covariates and scalar or functional responses, testing the effect
of a functional covariate on a scalar or functional outcome. We propose a new test based on
univariate kernel smoothing. Inspired by Fan and Li (1996), the test statistic is asymptotically
standard normal under the null hypothesis provided the smoothing parameter tends to zero at
a suitable rate. The one-sided test is consistent against any fixed alternative and detects lo-
cal alternatives a la Pitman approaching the null hypothesis at suitable rate. In particular we
show that neither the dimension of the outcome nor the dimension of the functional covariates
influences the theoretical power of the test against such local alternatives.

Keywords. Functional data, Lack-of-fit test, Regression, U-statistics .
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Hyperspectral image segmentation based on functional kernel
density estimation

L. Delsol1,∗, and C. Louchet1
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Abstract. Splitting a picture into a set of homogenous regions is a common problem, called
segmentation, in image analysis. The detection of such regions is usually a relevant way to
identify specific parts of the scene. Various methods have been proposed to segment gray-level
or multispectral images. The maximum a posteriori approach, based on Potts random field
as prior and density estimation on each region, is an interesting use of Bayesian statistics in
that domain. On the other hand, a great variety of functional statistical methods are nowadays
available to deal with data sets of curves. The kernel density estimator has been adapted to such
data. In this talk we focus on hyperspectral images for which each pixel is described through a
curve (discretized on a thin grid) and discuss the way functional kernel density estimation and
maximum a posteriori approach may be combined.

Keywords. Functional data; Hyperspectral image; Segmentation; Kernel smoothing;
Bayesian statistics.

Comparison of Multivariate Distributions Using Depth-Based
Quantile-Quantile Plots and Related Tests

Subhra Sankar Dhar

IIT Kanpur, India; subhra@iitk.ac.in

Abstract. The univariate quantile-quantile (Q-Q) plot is a well-known graphical tool for exam-
ining whether two data sets are generated from the same distribution or not. It is also used to
determine how well a specified probability distribution fits a given sample. In this talk, we will
develop and study a multivariate version of Q-Q plot based on spatial quantiles (see Chaudhuri
(1996), JASA), which is based on the spatial depth in a certain sense. The usefulness of the
proposed graphical device will be illustrated on different real and simulated data, some of which
have fairly large dimensions. We will also develop certain statistical tests that are related to
the proposed multivariate Q-Q plots and study their asymptotic properties. The performance
of those tests compared to some other well-known tests for multivariate distributions will be
discussed also. This is a joint work with Biman Chakraborty (University of Birmingham, UK)
and Probal Chaudhuri (Indian Statistical Institute, Calcutta, India).

Keywords. Characterization of distributions; Contiguous alternatives; Gaussian process; Pit-
man efficacy; Spatial quantiles; Tests for distributions; The level and the power of test.
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Abstract. The univariate quantile-quantile (Q-Q) plot is a well-known graphical tool for exam-
ining whether two data sets are generated from the same distribution or not. It is also used to
determine how well a specified probability distribution fits a given sample. In this talk, we will
develop and study a multivariate version of Q-Q plot based on spatial quantiles (see Chaudhuri
(1996), JASA), which is based on the spatial depth in a certain sense. The usefulness of the
proposed graphical device will be illustrated on different real and simulated data, some of which
have fairly large dimensions. We will also develop certain statistical tests that are related to
the proposed multivariate Q-Q plots and study their asymptotic properties. The performance
of those tests compared to some other well-known tests for multivariate distributions will be
discussed also. This is a joint work with Biman Chakraborty (University of Birmingham, UK)
and Probal Chaudhuri (Indian Statistical Institute, Calcutta, India).

Keywords. Characterization of distributions; Contiguous alternatives; Gaussian process; Pit-
man efficacy; Spatial quantiles; Tests for distributions; The level and the power of test.

Elliptical Quantiles and Their Generalizations

Daniel Hlubinka1,∗, Miroslav Šiman2.
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University in Prague; daniel.hlubinka@mff.cuni.cz
2 Institute of Information Theory and Automation of the ASCR; siman@utia.cas.cz
∗Corresponding author

Abstract. In our contribution, we are going to present some multivariate quantiles defined
by means of quantile regression. We start with introducing a concept of elliptical quantiles
in the convex optimization framework. Then we drop the convexity assumption, modify the
loss function, and extend the definition to produce a whole class of (still) elliptical quantiles
with some desirable features, and show how these quantiles can further be generalized to various
parametric and nonparametric regression frameworks as well as to non-elliptical (and potentially
non-convex) shapes. As for all the multivariate quantiles mentioned in our presentation, we
will also discuss their properties, compare them to their competitors, describe their non-trivial
computation, and point out the difficulties connected with both their use and analysis. We hope
that our research provides a meaningful (regression) quantile concept for centrally symmetric
(conditional) distributions when parametric approaches suffer from the lack of information and
nonparametric methods cannot benefit from the apriori information regarding the symmetry.

Keywords. Multivariate quantile; Quantile regression; Elliptical quantile
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Shape Depth
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Abstract. In many problems from multivariate analysis (principal component analysis, test-
ing for sphericity, etc.), the parameter of interest is not the scatter matrix but the so-called
shape matrix, that is, a normalized version of the corresponding dispersion matrices. In this
paper, we propose, under elliptical assumptions, a depth concept for shape. If shape matrices
are normalized to have determinant one, our shape depth results from the parametric depth con-
struction in Mizera (2002). For other normalizations, however, defining a proper shape depth
requires a semiparametric extension of this construction, which is likely to have applications in
other contexts. We show that the proposed shape depth does not depend on the normalization
adopted and is affine-invariant. We also establish consistency, in the sense that shape depth
is maximized at the true shape value. Finally, we consider depth-based tests for shape, and
investigate their finite-sample performances through simulations.

Keywords. Elliptical distributions; Shape matrix; Statistical depth functions; Tangent depth;
Tests for sphericity.
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Nonparametric Confidence Regions for the Central Orientation
of Random Rotations

B. Stanfill1, Ulrike Genschel1,∗ and Heike Hofmann1

1Department of Statistics, Iowa State University; stanfill@iastate.edu, ulrike@iastate.edu, hof-
mann@iastate.edu
∗Corresponding author

Abstract. Three-dimensional orientation data, with observations as 3 × 3 rotation matrices,
have applications in many areas such as computer science, kinematics and materials sciences
where it is often of interest to nonparametrically estimate a central orientation parameter S
represented by a 3×3 rotation matrix. A well-known estimator of this parameter is the projected
arithmetic mean, and based on this statistic, two nonparametric methods for setting confidence
regions for S exist. Both methods involve large-sample normal theory, with one approach based
on a data-transformation of rotations to directions (namely, four-dimensional unit vectors in)
prior to analysis. However, both of these nonparametric methods may result in poor coverage ac-
curacy in small samples. As a remedy, we consider two bootstrap methods for approximating the
sampling distribution of the projected mean statistic and calibrating nonparametric confidence
regions for the central orientation parameter S. As with normal approximations, one boot-
strap method is based on a data-transformation of directions, and both bootstraps are shown to
validly approximate the sampling distribution of the projected mean statistic. We then conduct a
simulation study to explore and compare the performance of existing and newly developed confi-
dence regions for S, using popular data-generating models for symmetric orientations (Cayley,
circular-von Mises and matrix-Fisher) with differing amounts of data concentration. Coverage
rates corresponding to both bootstrap methods are close to the nominal level and provide an im-
provement over normal theory approximations, especially for small sample sizes. The bootstrap
methods are illustrated with a real data example from materials science.

Keywords. Orientation Data; Pivotal Bootstrap; Projected Arithmetic Mean.
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Abstract. Three-dimensional orientation data, with observations as 3 × 3 rotation matrices,
have applications in many areas such as computer science, kinematics and materials sciences
where it is often of interest to nonparametrically estimate a central orientation parameter S
represented by a 3×3 rotation matrix. A well-known estimator of this parameter is the projected
arithmetic mean, and based on this statistic, two nonparametric methods for setting confidence
regions for S exist. Both methods involve large-sample normal theory, with one approach based
on a data-transformation of rotations to directions (namely, four-dimensional unit vectors in)
prior to analysis. However, both of these nonparametric methods may result in poor coverage ac-
curacy in small samples. As a remedy, we consider two bootstrap methods for approximating the
sampling distribution of the projected mean statistic and calibrating nonparametric confidence
regions for the central orientation parameter S. As with normal approximations, one boot-
strap method is based on a data-transformation of directions, and both bootstraps are shown to
validly approximate the sampling distribution of the projected mean statistic. We then conduct a
simulation study to explore and compare the performance of existing and newly developed confi-
dence regions for S, using popular data-generating models for symmetric orientations (Cayley,
circular-von Mises and matrix-Fisher) with differing amounts of data concentration. Coverage
rates corresponding to both bootstrap methods are close to the nominal level and provide an im-
provement over normal theory approximations, especially for small sample sizes. The bootstrap
methods are illustrated with a real data example from materials science.

Keywords. Orientation Data; Pivotal Bootstrap; Projected Arithmetic Mean.
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A nonparametric estimator and bootstrap confidence bands for
the Kolmogorov canonical measure
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∗Speaker

Abstract. Levy processes (e.g., Brownian motion, compound Poisson processes, stable Levy
processes) can be represented with a trend parameter and Kolmogorov canonical measure, which
appear in the characteristic function. We propose a nonparametric estimator of this measure
for a Levy process with finite second moment. A sieves-type approximation to the Kolmogorov
canonical measure is considered, which depends on parameters that represent jumps. The es-
timator is the result of minimizing the distance between the empirical characteristic function
and the characteristic function based on the parameters of the sieves-type approximation of the
Kolmogorov canonical measure; both characteristic functions are evaluated at several points.
Some representative examples are shown to illustrate the performance of this estimator as well
as bootstrap confidence bands.

Keywords. Nonparametric; Kolmogorov-canonical-measure; Characteristic-function; Levy-
process; Bootstrap-confidence-bands.
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Abstract. Levy processes (e.g., Brownian motion, compound Poisson processes, stable Levy
processes) can be represented with a trend parameter and Kolmogorov canonical measure, which
appear in the characteristic function. We propose a nonparametric estimator of this measure
for a Levy process with finite second moment. A sieves-type approximation to the Kolmogorov
canonical measure is considered, which depends on parameters that represent jumps. The es-
timator is the result of minimizing the distance between the empirical characteristic function
and the characteristic function based on the parameters of the sieves-type approximation of the
Kolmogorov canonical measure; both characteristic functions are evaluated at several points.
Some representative examples are shown to illustrate the performance of this estimator as well
as bootstrap confidence bands.

Keywords. Nonparametric; Kolmogorov-canonical-measure; Characteristic-function; Levy-
process; Bootstrap-confidence-bands.
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Nonlinear Shrinkage for Portfolio Selection:

Markowitz Meets Goldilocks

N1. Olivier Ledoit
1

and N2. Michael Wolf
1,∗

1 Department of Economics, University of Zurich; olivier.ledoit@econ.uzh.ch, michael.wolf@econ.uzh.ch
∗Corresponding author

Abstract. Markowitz (1952) portfolio selection requires estimates of (i) the vector of expected
returns and (ii) the covariance matrix of returns. Many proposals to address the first question
exist already. This paper addresses the second question. We promote a new nonlinear shrinkage
estimator of the covariance matrix that is more flexible than previous linear shrinkage estimators
and has ‘just the right number’ of free parameters (that is, the Goldilocks principle). In a stylized
setting, the nonlinear shrinkage estimator is asymptotically optimal for portfolio selection. In
addition to theoretical analysis, we establish superior real-life performance of our new estimator
using backtest exercises.

Keywords. Large-dimensional asymptotics; Markowitz portfolio selection; Nonlinear shrink-
age.
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Abstract. Markowitz (1952) portfolio selection requires estimates of (i) the vector of expected
returns and (ii) the covariance matrix of returns. Many proposals to address the first question
exist already. This paper addresses the second question. We promote a new nonlinear shrinkage
estimator of the covariance matrix that is more flexible than previous linear shrinkage estimators
and has ‘just the right number’ of free parameters (that is, the Goldilocks principle). In a stylized
setting, the nonlinear shrinkage estimator is asymptotically optimal for portfolio selection. In
addition to theoretical analysis, we establish superior real-life performance of our new estimator
using backtest exercises.

Keywords. Large-dimensional asymptotics; Markowitz portfolio selection; Nonlinear shrink-
age.
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Circular Scale Spaces and
Early Stem Cell Diversification
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2 Statistical and Applied Mathematical Sciences Institute
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Abstract. We generalize the SiZer of Chaudhuri and Marron (1999, 2000) for the detection of
shape parameters of densities on the real line to the case of circular data and show that under
reasonable regularity only the circular Gaussian gives a variation diminishing semi-group. We
introduce the concept of inferred persistence of shape features and apply a CiZer (circular SiZer)
– based mode persistence diagram to the analysis of early differentiation in adult human stem
cells from their actin-myosin filament structure.

Keywords. Semi-groups; variation-reducing; heat equation; circular Gaussian; mode persis-
tence diagram.
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Beyond Means: A Global View of the Fréchet Function
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Abstract. The barycenter of a (Borel) probability measure in Euclidean space provides a sim-
ple, yet useful summary of the data landscape. The Fréchet function V provides a pathway to
extension of the notion of barycenter to probability measures defined on more general metric
spaces, including Riemannian manifolds and geodesic stratified spaces. In this general setting,
the Fréchet mean is not necessarily unique. Moreover, unlike the classical case, rich additional
information about the data distribution also is reflected in the global behavior of V . We present
a topological approach to global properties of Fréchet functions associated with probability mea-
sures on compact metric spaces. We also examine stability and consistency, and discuss some
foundational aspects of model reduction that enable visualization.

Keywords. Barycenter; Fréchet mean; Fréchet function.
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Cartan Means and Cartan Anti-means on Stratified Spaces
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Abstract. Means on stratified spaces were motivated to analyze data on manifolds and on
tree spaces (see Sqwerer et al (2014) and references therein ). (Cartan, 1928) first introduced
the concept of center of mass on a Riemannian manifold of nonpositive curvature (a notion
that over time was called in various contexts Fréchet sample mean, Karcher mean, intrinsic or
extrinsic sample mean, Riemannian center of mass, Ziezold mean etc. In this paper we extend
the notion of Fréchet means on stratified spaces ( see Patrangenaru et al (2013), Hotz et al
(2014) or Ellingson et al (2013)). Here Cartan means (anti-means) are introduced as mini-
mizers (respectively maximizers ) of the Fréchet function associated with a probability measure
on a stratified space. We discuss asymptotics, stickiness and other nonparametric aspects for
Cartan means and Cartan anti-means.

Keywords. Stratified space; Fréchet function; Cartan means; Sticky means; Asymptotics.
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Yij = Zi(tj) + εij

Zi(t) εij Zi

µ(t) =
E[Zi(t)]

Bayesian Linear Regression-Related Models with Functional
Inputs

Y. Pokern1,∗, S. Guillas1 and A. Y. Park1

1 University College London; y.pokern@ucl.ac.uk, s.guillas@ucl.ac.uk, a.y.park@ucl.ac.uk

Abstract. Linear regression with functional covariates is applied to emulators with functional
inputs from a Hilbert space. A Gaussian prior measure is imposed on the unknown regres-
sion coefficient using a differential operator representation of the prior precision. Bayesian
conjugacy enables fast computation on low dimensional domains using a finite element repre-
sentation. Hyperparameters are selected rationally and the model is applied to various sample
datasets and compared to other approaches including functional principal component analysis.

Keywords. Emulator; Functional Covariate; Bayesian Nonparametrics
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An Empirical Likelihood Approach To Goodness of Fit Testing

H. Peng1 and A. Schick2,∗

1 Department of Mathematical Sciences, Indiana University Purdue University at Indianapolis, Indi-
anapolis, IN 46202, USA; hpeng@math.iupui.edu
2 Department of Mathematical Sciences, Binghamton University, Binghamton, NY 13902, USA; an-
ton@math.binghamton.edu
∗Corresponding author

Abstract. Motivated by applications to goodness of fit testing, the empirical likelihood approach
is generalized to allow for the number of constraints to grow with the sample size and for the
constraints to use estimated criteria functions. The latter is needed to deal with nuisance
parameters. The proposed empirical likelihood based goodness of fit tests are asymptotically
distribution free. For univariate observations, tests for a specified distribution, for a distribution
of parametric form, and for a symmetric distribution are presented. For bivariate observations,
tests for independence are developed.

Keywords. Infinitely many constraints; Estimated constraint functions; Testing for a para-
metric model; Testing for symmetry; Testing for independence.

Multidimensional Lack of Fit Tests for Linear Regression
Models Using Minimal Weighted Matchings

F. Miller1, J. Neill2,∗

1 Department of Mathematics, Kansas State University; frm@math.ksu.edu
2 Department of Statistics, Kansas State University; jwneill@ksu.edu
∗Corresponding author

Abstract. In previous work the authors developed a graph theoretic representation of near
replicate clusterings of statistical units to obtain lack of fit tests for linear regression models
that have good power for detecting model inadequacy. First, the graph was used to determine a
special collection of clusterings (the atoms consistent with the graph) and then an optimization
procedure was applied(a maximin method or restricted least squares approach) to choose an
optimal clustering. In the current work, we use a different special collection of clusterings
consistent with the graph. These are the clusterings that group at most two vertices together,
provided these two vertices form an edge of the graph, which is why we call them edge clusterings.
They are called matchings in the field of combinatorial optimization. Edge clusterings possess
special advantages for testing regression lack of fit, some of which were discussed in more recent
work by the authors. However, they also allow efficient implementation in high dimensional
models with a large number of predictor variables, which is the emphasis of the current work.

Keywords. Matchings; Multidimensional Regression; Lack of Fit.
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Abstract. In previous work the authors developed a graph theoretic representation of near
replicate clusterings of statistical units to obtain lack of fit tests for linear regression models
that have good power for detecting model inadequacy. First, the graph was used to determine a
special collection of clusterings (the atoms consistent with the graph) and then an optimization
procedure was applied(a maximin method or restricted least squares approach) to choose an
optimal clustering. In the current work, we use a different special collection of clusterings
consistent with the graph. These are the clusterings that group at most two vertices together,
provided these two vertices form an edge of the graph, which is why we call them edge clusterings.
They are called matchings in the field of combinatorial optimization. Edge clusterings possess
special advantages for testing regression lack of fit, some of which were discussed in more recent
work by the authors. However, they also allow efficient implementation in high dimensional
models with a large number of predictor variables, which is the emphasis of the current work.

Keywords. Matchings; Multidimensional Regression; Lack of Fit.

Residual-based empirical distribution functions and tests

Ursula U. Müller1
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Abstract. We consider semiparametric regression models with independent errors and covari-
ates. This covers parametric (linear and nonlinear) and nonparametric regression as special
cases. We propose estimating the error distribution using a residual-based empirical distribution
function (which requires suitable estimators of the regression function). We will identify vari-
ous regression models where the residual-based empirical distribution function allows a simple
expansion which, in particular, characterizes an efficient estimator of the error distribution.
With this expansion at hand, the residual-based empirical distribution function can be used for
distribution free lack-of-fit and goodness-of-fit tests, for example martingale transform tests as
suggested by Khmaladze and Koul (Ann. Statist. 2004, 2009).
These results extend to the more general model where the response variable is missing at ran-
dom. We show that the complete case version of an efficient estimator of the error distribution
function remains efficient in the semiparametric regression model with missing data. This gen-
eralizes a result by Chown and Müller (2013) for nonparametric regression. We also propose
complete case analysis to perform residual-based tests, in particular distribution free tests, since
they are powerful and easy to use.
This talk is based on joint work with Justin Chown, Hira Koul, Anton Schick and Wolfgang
Wefelmeyer.

Keywords. Semiparametric regression; Distribution free tests; Efficient influence function;
Responses missing at random.
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The analysis of biased time-to-event data with a cured portion

Walter Faig and Ronghui Xu∗

University of California, San Diego; wfaig@ucsd.edu, rxu@ucsd.edu

∗Corresponding author

Abstract. Our work was motivated by pregnancy outcomes such as spontaneous abortion or
preterm delivery, in the context of observational studies of drug exposure. These are essentially
binary endpoints. However, women can enter a study any time during their pregnancy. Not
counting for such left truncation leads to bias in the estimated rates. In addition, a substantial
portion of the women will not have the events of interest, a portion termed ÔcuredÕ in survival
analysis. While left truncation is relatively easily dealt with in the Cox proportional hazards
regression, with a cured proportion new methodology is needed. We investigate approaches
using the exact semiparametric likelihood, an approximate likelihood, and a weighted (complete
data) likelihood. Variance estimates are derived with closed-form expressions. Time permitting
efficiency consideration will be discussed.

Keywords. Cure rate; left truncation; preterm delivery; spontaneous abortion; weighted like-
lihood.
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Fast goodness-of-fit tests based on the characteristic function

M. Dolores Jiménez-Gamero1,∗ and Hyoung-Moon Kim2

1 Departamento de Estadística e Investigación Operativa, Universidad de Sevilla, Spain; dolores@us.es
2 Department of Applied Statistics, Konkuk University, Republic of Korea; hmkim@konkuk.ac.kr
∗Corresponding author

Abstract. A class of goodness-of-fit tests whose test statistic is an L2 norm of the difference
of the empirical characteristic function of the sample and a parametric estimate of the charac-
teristic function in the null hypothesis, is considered. The null distribution is usually estimated
through a parametric bootstrap. Although very easy to implement, the parametric bootstrap can
become very computationally expensive as the sample size, the number of parameters or the di-
mension of the data increase. This work proposes to approximate the null distribution through
a weighted bootstrap. The method is studied both theoretically and numerically. It provides a
consistent estimator of the null distribution. In the numerical examples carried out, the esti-
mated type I errors are close to the nominal values. The asymptotic properties are similar to
those of the parametric bootstrap but, from a computational point of view, it is more efficient.

Keywords. Characteristic function; Goodness-of-fit; Weighted bootstrap; Consistency.
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Tail index estimation based on survey data

P. Bertail1, E. Chautru2,∗ and S. Clémençon3

1 Université Paris-Ouest, 200 av. de la République, 92000 Nanterre, France; patrice.bertail@gmail.com
2 Université de Cergy-Pontoise, 2 av. Adolphe Chauvin, 95302 Cergy-Pontoise cedex, France;
emilie.chautru@gmail.com
3 Télécom ParisTech, 37/39 rue Dareau, 75014 Paris, France; stephan.clemencon@telecom-paristech.fr
∗Corresponding author

Abstract. In many application fields of theoretical statistics, the available observations are
not independent and identically distributed, but originate from a potentially complex survey
scheme. Moreover, in the “Big Data” era, sampling can be viewed as a natural solution to the
computational issues induced by the immoderate size of databases. Since ignoring the survey
scheme can impede estimation by introducing a non-negligible bias (Bonnery et al., 2012), it
is customary to weight the data with the inverse of their probability of inclusion in the sample.
While a plethora of analyzes has already been conducted to provide unbiased and efficient esti-
mators of average quantities, to our knowledge, such is not the case for phenomenons involving
tails of distributions in the framework of extreme value theory. The analysis of extreme events
is yet of major importance for risk management in a plurality of fields, ranging from biology
or climatology to finance. In an attempt to conciliate both branches of statistics, we propose
here a Horvitz-Thompson variant of the Hill estimator (Hill, 1975), which assesses the extreme
value index when the observations are drawn according to a large entropy survey plan like the
Poisson design (Hàjek, 1964; Berger, 1998). After having proved its consistency and asymp-
totic normality under a set of hypotheses involving the calculation of inclusion probabilities and
the underlying superpopulation model, we illustrate our results on numerical experiments. It
appears in particular that an appropriate choice of inclusion probabilities can neutralize the loss
of efficiency due to the sampling phase.

Keywords. Survey sampling; Extreme value theory; Hill estimator; Extreme value index.
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On Survey Sampling and Empirical Risk Minimization
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Abstract. In certain, situations that shall be undoubtedly more and more common in the Big
Data era, the datasets available are so massive that computing statistics over the full samples
is hardly feasible, if not unfeasible. A natural approach in this context consists in using survey
schemes and substituting the "full data" statistics with their counterparts based on the resulting
random samples, of manageable size. It is the main pupose of this paper to investigate the
impact of survey sampling on statistical learning methods based on Empirical Risk Minimization
(ERM) through the standard binary classification problem, considered here as a "case in point".
Precisely, we prove that use of the Poisson survey scheme does not affect much the learning
rates, while reducing significantly the number of terms that must be averaged to compute the
empirical risk functional with overwhelming probability. These striking results are next shown to
extend to more general sampling schemes by means of a coupling technique, originally introduced
by Hajek (1964).

Keywords. Survey; Statistical Learning Theory, Supervised Binary Classification.
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Abstract. This talk is devoted to the study of the limit behavior of extensions of the empirical
process indexed by classes of functions (see van der Vaart and Wellner (2000)), when the
data available have been collected through an explicit survey sampling scheme and is motivated
by some problems linked to practical exploitation of big datas. Indeed, in many situations,
statisticians have at their disposal not only data but also weights arising from some survey
sampling plans. On the other hand, for big data, survey sampling may be an efficent tool to
reduce computational costs involved by massive data. Our main goal is here to investigate how to
incorporate the survey sampling scheme into the inference procedure dedicated to the estimation
of a probability measure P on a measurable space (viewed as a linear operator acting on a certain
class of functions F ), in order to guarantee its asymptotic normality. Recent results have been
obtained for stratified sampling plans, with an uniform with replacement sampling scheme in
each stratas. Our approach follows that of Hajek (1964), extended next by Berger (1998),
and is applicable to general sampling surveys, namely those with unequal first order inclusion
probabilities which are of the Poisson type or sequential/rejective.
We propose first to study an Horvitz-Thompson Poisson type empirical process adequately cen-
tered to take into account the variability of sampling size of the Poisson sampling scheme. The
main result of the paper is then a Functional Central Limit Theorem (FCLT) for an Horvitz
Thompson empirical process for sampling plans which are closed in term of total variation or
in term of entropy to the Poisson sampling plan; this includes rejective sampling, successive
sampling, Rao-Sampford sampling etc...

Keywords. Survey sampling, empirical process, big data
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Abstract. This talk is devoted to the study of the limit behavior of extensions of the empirical
process indexed by classes of functions (see van der Vaart and Wellner (2000)), when the
data available have been collected through an explicit survey sampling scheme and is motivated
by some problems linked to practical exploitation of big datas. Indeed, in many situations,
statisticians have at their disposal not only data but also weights arising from some survey
sampling plans. On the other hand, for big data, survey sampling may be an efficent tool to
reduce computational costs involved by massive data. Our main goal is here to investigate how to
incorporate the survey sampling scheme into the inference procedure dedicated to the estimation
of a probability measure P on a measurable space (viewed as a linear operator acting on a certain
class of functions F ), in order to guarantee its asymptotic normality. Recent results have been
obtained for stratified sampling plans, with an uniform with replacement sampling scheme in
each stratas. Our approach follows that of Hajek (1964), extended next by Berger (1998),
and is applicable to general sampling surveys, namely those with unequal first order inclusion
probabilities which are of the Poisson type or sequential/rejective.
We propose first to study an Horvitz-Thompson Poisson type empirical process adequately cen-
tered to take into account the variability of sampling size of the Poisson sampling scheme. The
main result of the paper is then a Functional Central Limit Theorem (FCLT) for an Horvitz
Thompson empirical process for sampling plans which are closed in term of total variation or
in term of entropy to the Poisson sampling plan; this includes rejective sampling, successive
sampling, Rao-Sampford sampling etc...

Keywords. Survey sampling, empirical process, big data

References

Hajek, J. (1964). Asymptotic Theory of Rejective Sampling with Varying Probabilities from a Finite
Population. Ann. Math. Statist., 35, 1419-1880

Berger, Y. G. (1998). Rate of convergence to normal distribution for the Horvitz-Thompson estimator.
Journal of Statistical Planning and Inference, 67, 209–226.

van der Vaart A.W., Wellner, J.A. (2000). Weak Convergence and Empirical Processes: With Applica-
tions to Statistics,Springer Series in Statistics.

4.38



209

1,∗ 1 2

1

2

∗

Change Point Inference
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Abstract. We introduce a new estimator SMUCE (simultaneous multiscale change-point esti-
mator) for the change-point problem in exponential family regression. An unknown step func-
tion is estimated by minimizing the number of change-points over the acceptance region of a
multiscale test. The probability of overestimating the true number of change-points K is con-
trolled by the asymptotic null distribution of the multiscale test statistic. Further, we derive
exponential bounds for the probability of underestimating K. Balancing these quantities allows
to maximize the probability of correctly estimating K. All results are non-asymptotic for the
normal case. Based on these bounds, we construct honest confidence sets for the unknown step
function and its change-points. It is shown that SMUCE asymptotically achieves the optimal
detection rate of vanishing signals in a multiscale setting. We illustrate how dynamic pro-
gramming techniques can be employed for efficient computation of estimators and confidence
regions. The performance of the proposed multiscale approach is illustrated by simulations and
in several applications including ion channel recordings, CGH array analysis, and photoemis-
sion spectroscopy. This work is based on Frick (2013).

Keywords. Change Point Analysis; Simultaneous Inference; Detection Rate; CGH data; Dy-
namic Programing.

References

Frick, K., Munk, A., Sieling, H. (2013). Change point inference Journ. Royal Statist. Soc. Ser. B, with
discussion and rejoinder, to appear.

4.39

Change point inference



210

1 1,∗

1

∗

Change Point Inference

Klaus Frick1, Axel Munk2,∗, and Hannes Sieling2

1 NTB Buchs, Switzerland; klaus.frick@ntb.ch
2 Institute for Mathematical Stochastics, Göttingen University, Germany; munk@math.uni-
goettingen.de, hsielin@uni-goettingen.de
∗Corresponding author

Abstract. We introduce a new estimator SMUCE (simultaneous multiscale change-point esti-
mator) for the change-point problem in exponential family regression. An unknown step func-
tion is estimated by minimizing the number of change-points over the acceptance region of a
multiscale test. The probability of overestimating the true number of change-points K is con-
trolled by the asymptotic null distribution of the multiscale test statistic. Further, we derive
exponential bounds for the probability of underestimating K. Balancing these quantities allows
to maximize the probability of correctly estimating K. All results are non-asymptotic for the
normal case. Based on these bounds, we construct honest confidence sets for the unknown step
function and its change-points. It is shown that SMUCE asymptotically achieves the optimal
detection rate of vanishing signals in a multiscale setting. We illustrate how dynamic pro-
gramming techniques can be employed for efficient computation of estimators and confidence
regions. The performance of the proposed multiscale approach is illustrated by simulations and
in several applications including ion channel recordings, CGH array analysis, and photoemis-
sion spectroscopy. This work is based on Frick (2013).

Keywords. Change Point Analysis; Simultaneous Inference; Detection Rate; CGH data; Dy-
namic Programing.
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Elastic Functional Regression Analysis
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Abstract. We study regression problems using functional predictors in situations where these
functions contain both phase and amplitude variability. In other words, the functions are mis-
aligned either due to errors in time measurements or some other phase variability, and these
errors can significantly degrade both model estimation and prediction performance. The cur-
rent techniques either ignore the phase variability, or handle it via pre-processing, i.e. use
an off-the-shelf technique for functional alignment and phase removal. A third possibility of
forming a naive least-square solution, by incorporating phase removal, can result in degener-
ate solutions. We derive a comprehensive approach that assumes nonparametric phase model
and the model estimation is handled at the same time as the phase removal, using a mathe-
matical representation called square-root slope functions (Srivastava et al. (2011a,b); Tucker
et al. (2013)). These functions preserve L2 norm under simultaneous warping and are ideally
suited for simultaneous estimation of regression and warping parameters. This estimation is
performed using numerical optimization under appropriate constraints. Using both simulated
and real world data sets, we demonstrate our approach for functional logistic regression and
evaluate its predictions performance relative to some current ideas. In addition, we propose an
extension to functional multinomial logistic regression.

Keywords. Functional logistic regression; elastic shape analysis; square-root slope functions;
Warping; Functional Alignment.
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Abstract. We revisit the problem of extending the notion of principal component analysis
(PCA) to multivariate data sets that satisfy non-linear constraints, therefore lying on Rieman-
nian manifolds. Our aim is to determine curves on the manifold that retain their canonical
interpretability as principal components, while at the same time being flexible enough to capture
non-geodesic forms of variation. We introduce the concept of a principal flow, a curve on the
manifold passing through the mean of the data, and with the property that, at any point of the
curve, the tangent velocity vector attempts to fit the first eigenvector of a tangent space PCA
locally at that same point, subject to a smoothness constraint. It is shown that principal flows
can yield the usual principal components on a Euclidean space. By means of examples, it is
illustrated that the principal flow is able to capture patterns of variation that can escape other
manifold PCA methods. (Based on joint work with T. Pham, Melbourne, and Z. Yao, EPFL).

Keywords. PCA; Euler-Lagrange method; Riemmaninan manifold.
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Abstract. A univariate function F with values in [0, 1] is called bi-log-concave, if both logF
and log(1−F ) are concave. This new shape-constraint is rather natural in many situations. For
instance, any c.d.f. F with log-concave density f = F ′ is bi-log-concave. But bi-log-concavity
alone allows for multimodal densities. Various characterizations are provided. It is shown
that combining any nonparametric confidence band for a distribution function F with the new
shape-constraint leads to substantial improvements and implies nontrivial confidence bounds for
arbitrary moments and the moment generating function of F . In addition we discuss briefly
applications to binary regression.

Keywords. Hazard, Honest confidence region, Moment generating function, Moments, Re-
verse hazard
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Abstract. A univariate function F with values in [0, 1] is called bi-log-concave, if both logF
and log(1−F ) are concave. This new shape-constraint is rather natural in many situations. For
instance, any c.d.f. F with log-concave density f = F ′ is bi-log-concave. But bi-log-concavity
alone allows for multimodal densities. Various characterizations are provided. It is shown
that combining any nonparametric confidence band for a distribution function F with the new
shape-constraint leads to substantial improvements and implies nontrivial confidence bounds for
arbitrary moments and the moment generating function of F . In addition we discuss briefly
applications to binary regression.

Keywords. Hazard, Honest confidence region, Moment generating function, Moments, Re-
verse hazard
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Shape constrained estimation in the Cox model

H.P. Lopuhaä1 and G.F. Nane2,∗

1 Delft Institute of Applied Mathematics, Faculty of Electrical Engineering, Mathematics and Computer
Science, Delft University of Technology, Mekelweg 4, 2628 CD, The Netherlands; h.p.lopuhaa@tudelft.nl
2 Center for Science and Technology Studies, Leiden University, P.O. Box 905, 2300 AX Leiden, The
Netherlands; g.f.nane@cwts.leidenuniv.nl
∗H.P.Lopuhaä

Abstract. We investigate nonparametric estimation of a monotone baseline hazard and a de-
creasing baseline density within the Cox model. Two estimators of a nondecreasing baseline
hazard function are proposed. We derive the nonparametric maximum likelihood estimator and
consider a Grenander type estimator, defined as the left-hand slope of the greatest convex mino-
rant of the Breslow estimator. We demonstrate that the two estimators are strongly consistent
and asymptotically equivalent and derive their common limit distribution at a fixed point. Both
estimators of a nonincreasing baseline hazard and their asymptotic properties are acquired in
a similar manner. Furthermore, we introduce a Grenander type estimator for a nonincreasing
baseline density, defined as the left-hand slope of the least concave majorant of an estimator
of the baseline cumulative distribution function, derived from the Breslow estimator. We show
that this estimator is strong consistent and derive its asymptotic distribution at a fixed point.

Keywords. Breslow estimator; Cox model; Shape constrained nonparametric maximum likeli-
hood.

We treat the estimation of a monotone baseline hazard and a decreasing baseline density in the
Cox model. The observed data consist of independent identically distributed triplets (Ti,∆i, Zi),
with i = 1, 2, . . . , n, where Ti denotes the follow-up time, with a corresponding censoring indi-
cator ∆i and covariate vector Zi ∈ p. A generic follow-up time is defined by T = min (X,C),
where X represents the event time and C is the censoring time. Accordingly, ∆ = {X ≤ C},
where {·} denotes the indicator function. The event time X and censoring time C are assumed
to be conditionally independent given Z, and the censoring mechanism is assumed to be non-
informative. The covariate vector Z ∈ Rp is assumed to be time invariant. The distribution of
the event time is related to the corresponding covariate by

λ (x|z) = λ0(x) eβ
′
0z, (1)

where λ (x|z) is the hazard function for an individual with covariate vector z ∈ Rp, λ0 represents
the baseline hazard function and β0 ∈ p is the vector of the underlying regression coefficients.
Conditionally on Z = z, the event time X is assumed to be a nonnegative random variable with
an absolutely continuous distribution function F (x|z) with density f(x|z). The same assumptions
hold for the censoring variable C and its distribution function G. The distribution function of
the follow-up time T is denoted by H.
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Isotonic regression in several dimensions

Dragi Anevski1 and Wolfgang Polonik2

1 Mathematical Sciences, Lund University, Sweden, dragi@maths.lth.se, 2 Department of Statistics, UC
Davis, USA, wpolonik@ucdavis.edu

Abstract. We discuss regression and density function estimation of regression functions and
density functions that are ordered with respect to the partial order on R2. We discuss in par-
ticular distributional results.

Keywords. Bimonotone; Regression; Density function estimation.

Accounting for non-ignorable drop-out in mixed latent Markov
models with covariates

Francesco Bartolucci1∗ and Alessio Farcomeni2

1 Department of Economics, University of Perugia (IT); bart@stat.unipg.it
2 Department of Public Health and Infectious Diseases, Sapienza - University of Rome (IT);
alessio.farcomeni@uniroma1.it
∗Corresponding author

Abstract. Mixed latent Markov (MLM) models represent an important tool of analysis of
longitudinal data when response variables are affected by time-fixed and time-varying unobserved
heterogeneity, in which the latter is accounted for by a hidden Markov chain (Maruotti, 2011;
Bartolucci et al., 2013). In order to avoid bias when using a model of this type in the presence
of non-ignorable drop-out, we propose an extension of the LM approach that may be used with
multivariate longitudinal data, in which one or more outcomes of a different nature are observed
at each time occasion. The component of the model used to account for missing data is based
on sharing common latent variables with the longitudinal component of the model. In order to
perform maximum likelihood estimation of the proposed model by the expectation-maximization
algorithm, we extend the usual backward-forward recursions of Baum and Welch (Baum et al.,
1970). The algorithm has the same complexity of the one adopted in cases of ignorable drop-
out. We illustrate the proposed approach through simulations and an application based on data
coming from a medical study about primary biliary cirrhosis in which there are two outcomes
of interest, one is continuous and the other is binary.

Keywords. Discrete Latent Variables; Expectation-maximization Algorithm; Hidden Markov
Models.
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Accounting for non-ignorable drop-out in mixed latent Markov
models with covariates

Francesco Bartolucci1∗ and Alessio Farcomeni2
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Abstract. Mixed latent Markov (MLM) models represent an important tool of analysis of
longitudinal data when response variables are affected by time-fixed and time-varying unobserved
heterogeneity, in which the latter is accounted for by a hidden Markov chain (Maruotti, 2011;
Bartolucci et al., 2013). In order to avoid bias when using a model of this type in the presence
of non-ignorable drop-out, we propose an extension of the LM approach that may be used with
multivariate longitudinal data, in which one or more outcomes of a different nature are observed
at each time occasion. The component of the model used to account for missing data is based
on sharing common latent variables with the longitudinal component of the model. In order to
perform maximum likelihood estimation of the proposed model by the expectation-maximization
algorithm, we extend the usual backward-forward recursions of Baum and Welch (Baum et al.,
1970). The algorithm has the same complexity of the one adopted in cases of ignorable drop-
out. We illustrate the proposed approach through simulations and an application based on data
coming from a medical study about primary biliary cirrhosis in which there are two outcomes
of interest, one is continuous and the other is binary.

Keywords. Discrete Latent Variables; Expectation-maximization Algorithm; Hidden Markov
Models.
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Semiparametric inference of high-dimensional graphical models

Lingzhou Xue1,∗
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Abstract. Graphical models have been widely used to explore the underlying conditional depen-
dence structure in large-scale networks. It is common to assume that the available data are fully
observable and generated from a specified Markov random field. However, in real-world applica-
tions, observations are often non-Gaussian and contain missingness or truncation, which has
a significant effect on statistical inference. In this work, we propose a unified semiparametric
inference of high-dimensional graphical models to retain the appealing graphical interpretability
under non-Gaussianity and certain missingness/truncation. Theoretical properties are estab-
lished under the high-dimensional setting, and numerical properties are also demonstrated in
both simulation studies and real applications. This work greatly extends the methodology and
applicability of graphical modeling. This talk is based on several joint works with collaborators.

Keywords. Graphical model; Semiparametric inference; Incomplete data; Pseudolikelihood;
Regularization.
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Semiparametric inference of high-dimensional graphical models

Lingzhou Xue1,∗

1 Department of Statistics, Penn State University, lzxue@psu.edu
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Abstract. Graphical models have been widely used to explore the underlying conditional depen-
dence structure in large-scale networks. It is common to assume that the available data are fully
observable and generated from a specified Markov random field. However, in real-world applica-
tions, observations are often non-Gaussian and contain missingness or truncation, which has
a significant effect on statistical inference. In this work, we propose a unified semiparametric
inference of high-dimensional graphical models to retain the appealing graphical interpretability
under non-Gaussianity and certain missingness/truncation. Theoretical properties are estab-
lished under the high-dimensional setting, and numerical properties are also demonstrated in
both simulation studies and real applications. This work greatly extends the methodology and
applicability of graphical modeling. This talk is based on several joint works with collaborators.

Keywords. Graphical model; Semiparametric inference; Incomplete data; Pseudolikelihood;
Regularization.

Nonparametric Eigenvalue-Regularized Precision or Covariance
Matrix Estimator

Clifford Lam

London School of Economics and Political Science; C.Lam2@lse.ac.uk

Abstract. Recently there are numerous works on the estimation of large covariance or precision
matrix. The high dimensional nature of data means that the sample covariance matrix can
be ill-conditioned. Without assuming a particular structure, much efforts have been devoted
to regularizing the eigenvalues of the sample covariance matrix. We introduce nonparametric
regularization of these eigenvalues through subsampling of the data. The subsampling idea
for covariance matrix estimation is originally introduced in Abadir, Distaso and Žikeš (2010).
We improve on their covariance estimator, and for the first time provides vigorous proof that
our version enjoys asymptotic optimal nonlinear shrinkage of eigenvalues with respect to the
Frobenius error norm. Coincidentally, this nonlinear shrinkage is asymptotically the same as
that introduced in Ledoit and Wolf (2012). One advantage of our estimator is its computational
speed when the dimension p is not extremely large. Our estimator also allows p to be larger
than the sample size n, and is always positive semi-definite. We prove that with respect to the
Stein’s loss function, the inverse of our estimator is the optimal precision matrix estimator.
We also showed that all the aforementioned optimality holds for data with a factor structure as
well, which can be useful in portfolio allocation. Our method avoids the need to estimate the
unknown factors and factor loadings matrix first, and directly gives the covariance or precision
matrix estimator. We compare the performance of our estimators with other methods through
extensive simulations and a real data analysis.

Keywords. High dimensional covariance matrix; Precision matrix; Regularized eigenvalues;
Stieltjes transform; Subsampling.
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      

    
      

 

             
           
            
           
              
           
           
            
            
            

         
      
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Whittle likelihood for bivariate processes

Sofia C. Olhede1,∗, Adam M. Sykulski1, Jeffrey J. Early2, Jonathan M. Lilly2 & Frederik
J. Simons3

1 Department of Statistical Science, University College London, London; s.olhede@ucl.ac.uk,
a.sykulski@ucl.ac.uk
2 NorthWest Research Associates, 4118 148th Ave NE, Redmond, WA 98052; jearly@nwra.com,
lilly@nwra.com
3 Department of Geosciences Â· Princeton University Â· Guyot Hall Â· Princeton NJ 08544; fjsi-
mons@princeton.edu
∗Corresponding author

Abstract. We shall discuss using Whittle likelihood for estimation of bivariate processes. The
Whittle likelihood is formulated in the frequency domain, and relies on a number of asymptotic
results for applicability. Real data analysis challenges such assumptions, especially if the fre-
quency domain understanding of shorter segments of time or smaller spatial domains is to be
arrived at.
We propose modifications to the Whittle likelihood that improve estimation. The first takes the
form of a complex-valued representation of bivariate structure that is only evident by separating
negative and positive frequency behaviour, see Sykulski (2013). Flexible inference methods for
such parametric models are proposed, and the properties of such methods are derived.
Secondly we propose an adjustment to Whittle likelihood suitable for ameliorating sampling
effects semi-parametrically, thus advancing the state-of-the-art in frequency domain modelling
and estimation of time series in general, see Simins (2013); Sykulski (2013). This reduces small
sample bias, and can be interpreted as extending Whittle likelihood to a composite likelihood
method.

Keywords. Multivariate time series; nonstationary time series, time series inference, Whittle
estimation
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Conditional Copula Models with Multiple Covariates

E. Acar

Department of Statistics, University of Manitoba, Canada; elif.acar@umanitoba.ca

Abstract. Conditional copula models provide a flexible framework to study covariate effects
on dependence structures. A number of nonparametric estimation techniques have been recently
proposed for these models in the case of a single covariate. These approaches, however, are not
directly extendible to, or become impractical in, settings with multiple covariates.

This talk will present a nonparametric modelling strategy that can accommodate multiple co-
variates in conditional copula models. We consider a semiparametric conditional copula model
where the copula function belongs to a parametric copula family and the copula parameter varies
smoothly with covariates. To alleviate the curse of dimensionality, we use an additive formu-
lation of the copula parameter and estimate smooth component functions associated with each
covariate via a local likelihood backfitting algorithm. The finite sample performance of the pro-
posed approach will be demonstrated using simulated and real data. The talk will also address
general identifiability restrictions and computational challenges.

Keywords. Additive models; Conditional dependence; Covariate adjustment; Local likelihood.
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Testing for uniform stochastic ordering via empirical likelihood

Hammou El Barmi1 and Ian W. McKeague2,∗

1 Baruch College; hammou.elbarmi@baruch.cuny.edu,
2 Columbia University; im2131@columbia.edu
∗Corresponding author

Abstract. This talk discusses an empirical likelihood approach to testing for the presence of
uniform stochastic ordering (or hazard rate ordering) among univariate distributions based on
independent random samples from each distribution. The proposed test statistic is formed by
integrating a localized empirical likelihood statistic with respect to the empirical distribution of
the pooled sample. The asymptotic null distribution of this test statistic is found to have a
simple distribution-free representation in terms of standard Brownian motion. The approach is
extended to the case of right-censored survival data via multiple imputation. Two applications
are discussed: 1) uncensored survival time data of mice exposed to radiation, and 2) right-
censored time-to-infection data from a human HIV vaccine trial comparing a placebo group
with a vaccine group.

Keywords. Order restricted inference; Nonparametric likelihood.
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    

    
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Abstract. Training programs are an important tool of active labor market policy. Yet, their
effectiveness is controversial. A key issue that complicates the evaluation of training programs
is methodological. Standard statistical models for treatment evaluation are static. In practice,
the decisions whether to enrol and stay in a program are made dynamically. For instance,
caseworkers tend to assign training programs to job-seekers who fail to find a job quickly. In
such a case, a static evaluation is biased towards finding negative effects because unsuccessful
job-seekers are over-represented in the treatment group, Fredriksson and Johansson (2008).
Building on Robins (1997), we devise an evaluation framework in discrete time that takes the
dynamics of program start and duration into account. First, we show how conditionally on
time-varying observed covariates and time-constant unobserved heterogeneity causal effects can
be identified under no-anticipation and sequential randomization conditions. In a next step, we
identify the distribution of the unobserved heterogeneity relying on results for bivariate dynamic
discrete choice models, Heckman and Navarro (2007).
We specify a flexible bivariate random effects model for employment and training status that
we estimate with Bayesian MCMC techniques. Based on our estimates we simulate the average
effect on the treated as well as the effect of being assigned to programs with differing enrolment
lengths. Our results suggest that training improves the employment probability of the partici-
pants by 6 to 13 percentage points 2.5 years after program start. Further, participants benefit
from being assigned to programs with a longer planned enrolment length.

Keywords. Dynamic treatment effects; Dynamic nonlinear panel data model; MCMC; Active
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Abstract. During the last two decades the varying coefficient models, the mixed effects models,
and Bayesian modeling have been attracting an increasing attention in non- and semiparametric
statistics. This was partly in order to bridge the gap between (additive) nonparametric models
and the still dominating linear models in empirical economics. There, semiparametric methods
found a way out of their shadowy existence only for some prediction issues in finance, and
nowadays for matching methods in the treatment effect literature. In the context of the latter,
there is an increasing awareness of problems that happen to arise with the identification and
interpretation of linear coefficients and the quite popular IV estimators: if heterogeneity in
returns is present, then IV estimators lose their identification capacity, and linear coefficients
estimated by GMM or standard least squares are no longer the average return. Consequently,
also the impact evaluation becomes harder - no matter whether ex-post or ex-ante, and the
much more work is necessary to make structural model equations ’external valid’. We outline
the above mentioned problems to show that (nowadays) standard semiparametric models offer
excellent remedies for these problems. These work partly with varying-coefficient models (see
Mammen et al. (2013) for a recent review), control functions (see Telser (1964) and Newey et
al. (1999)) and LATE-type methods (cf. Imbens and Angrist (1994)).
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